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Introduction
Language Models

@ A language model (LM) is a probability distribution over sequences of
words. Given any sequence of words of length n, a LM assigns a
probability P(wi, wa, ..., w,) to the sequence.

@ An n-gram LM models sequences of words as a Markov process where
we want to predict the next word given its history:

P(wp|wi,. .., wh_1)

@ Text generation from the probabilistic LM:

(Mary y~(swallowed )~(@—

mountain
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Introduction
Neural Language Models

@ Neural language models (or continuous space language models) use
continuous representations or embeddings of words to make their
predictions. These models make use of neural networks.

@ Each word or token has an associated embedding vector x; € RY:

Mary — swallowed — a «— green —— apple

4 Al { l {
@ [ [ @ ®
O O O O O
o ) @ @ @

X1 X2 X3 X4 X5

@ Static word embeddings: Skip-gram and CBOW (2013), GloVe (2014)
@ Dynamic word embeddings: ELMo (2017), BERT (2018)
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Introduction

Large Language Models

What are LLMs?
Go read this huuuuuuge pile

@ ML algorithms that can of books.
recognize, predict, and ‘
generate human languages.

@ Pretrained on petabyte scale
text datasets resulting in large
models with 10s to 100s of
billions of parameters.

— R

So, you've learned about
cats and millions of other
concepts ... what's a cat?

@ LLMs are normally pretrained
followed by tuning on a specific
task.

A cat is a small, domesticated
carnivorous mammal.

a (A
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Introduction

Large Language Models: Evolutionary Tree

@ A nice recent survey presenting the evolution of LLMs!

o A simplified view:

Encoder-Decoder
LLMs

N

Decoder-Only
LLMs

Encoder-Only
LLMs

‘ Transformer ‘

Matrix Ops

1Yang et al. (2023) Harnessing the power of LLMs in practice: a survey on ChatGPT and beyond.
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Introduction

Large Language Models: Evolutionary Tree
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Introduction

A Timeline of LLMs
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2Zhao et al. (2023) A survey of large language models. https://arxiv.org/abs/2303.18223

& Héng Phuong, Data Science Laboratory uction to LLMs for NLP June 30, 2023 8/66


https://arxiv.org/abs/2303.18223

Introduction

Pretraining — Finetuning Method: 2018-2021

Pretrained :
Language Model
(BERT, T5) task A task A

Pretraining — Finetuning:

o Typically requires many task-specific examples

@ One specialized model for each task
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Introduction

Prompting Method: 2021-2023

Pretrained
Inference on
Language Model task A
(GPT-3)
Prompting:

@ Prompts are used to interact with LLMs to accomplish a task.

@ A prompt is a user-provided input. Prompts can include instructions,
questions, or any other type of input, depending on the intended use

of the model.

June 30, 2023 10 /66
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Introduction

Instruction-Tuning Method: 2022-2023

Pretrained Instruction-tune
Language Model on many tasks
(FLAN, TO) B,C D....

Inference on
task A

Instruction-tuning:
@ Model learns to perform many tasks via natural language instructions

@ Inference on unseen tasks
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Transformers ~ Attention Mechanism
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Transformers ~ Attention Mechanism

The Attention Mechanism

Currently, the dominant models for nearly all NLP tasks are based on the
Transformer architecture. Given any new task in NLP, we usually:
@ Take a large Transformer-based pretrained model (BERT, GPT-x,
T5-x, etc)
@ Fine-tune/Prompt engineer the model on the available data for the
downstream task

The core idea behind the Transformer model is the attention
mechanism, an innovation which was introduced in 2014.3

3Bahdanau et al. (2014). Neural machine translation by jointly learning to align and translate.
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Transformers ~ Attention Mechanism

The Attention Mechanism

@ In machine translation, attention models often assigned high
attention weights to cross-lingual synonyms when generating the
corresponding words in the target language.

o "My feet hurt" — “j'ai mal au pieds":

o The model might assign high attention weights to the representation of
“feet” when generating “ pieds”.*

#Reference: “Dive into DL" — https://d2l.ai/
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Transformers ~ Attention Mechanism

The Attention Mechanism

In 2017, the Transformer architecture was proposed which relies on
cleverly arranged attention mechanisms to capture all relationships among

input and output tokens.®

@ Denote by D = {(ki,v1), (k2,v2),...,(km,vm)} a database of m
tuples (key, value).

@ Denote by q a query.
@ The attention over D is defined as

m
Attention(q, D) := Z a(q, ki) vi,

where a(q, k;) € R,Vi =1,..., m are scalar attention weights.

5Vaswani et al. (2017). Attention is all you need. NIPS.
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Transformers ~ Attention Mechanism

Attention Pooling

’ attention pooling

Some special cases:
Q a(q.kj) >0,>; a(q,k;) = 1: the weights form a convex combination.
Q o(q,kj) = 1 all other weights are 0: sparse attention.
O a(q,k;) = =: average pooling.
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Transformers ~ Attention Mechanism

Attention Pooling By Similarity

Some common similarity kernels a(q, k):
@ Gaussian: a(q,k) = exp (—ﬁ” q—k|7?)
@ Boxcar: a(q, k) =1if [[g—k]| <1
@ Epanechikov: a(q,k) = max{0,1 —|[q—k]||}

0
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Transformers ~ Attention Mechanism

Scaled Dot Product Attention

From the Gaussian kernel:
1 2
aa.k) = ~3la—ki|
1 1
=a" ki3l |? - 5IkIP

The scaled dot product attention that is used in the Transformers:

a(q, ki) = L\/;i, q,k € RY
ala k) — exp(a(q, k/))
(@H) = 5 explata. k)
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Transformers ~ Attention Mechanism

Scaled Dot Product Attention

We often compute attention scores in mini-batches for efficiency. For n
queries and m key-value pairs, q, k € R?, and values v € R, we use the
batch matrix multiplication:

T

softmax < QK
Vid

for Qe R™9 K e R™9 and V € R™V.

> V c R"XV’
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Transformers ~ Attention Mechanism

Scaled Dot Product Attention

When queries and keys are vectors of different dimensionalities, we can
either

@ use a matrix to address the mismatch via q" Mk, or
o use additive attention, for q € R9, k € R¥:

a(q,k) = w, tanh (W, q+W, k) € R,

where w, € R" W, € R W, € R"™* are learnable parameters.
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Transformers ~ Attention Mechanism

Multi-Head Attention

@ We want our model to combine knowledge from different behaviors of
the same attention mechanism, such as capturing dependencies of
various ranges within a sequence.

o It is beneficial to allow our attention mechanism to jointly use different
representation subspaces of queries, keys, and values.
@ We concatenate multiple attention pooling outputs: multi-head

attention.

| Attention | | Attention |

[ Fc |[ Fc || Fc | [ rc ][ Fc |[ Fc ]

Queries Keys \Values

L& Héng Phuong, Data Science Laboratory Introduction to LLMs for NLP June 30, 2023 21 /66



Transformers ~ Attention Mechanism

Self-Attention

@ In sequence processing, each token has its own query, keys, and
values. We can compute, for each token, a representation by building
the appropriate weighted sum over the other tokens.

@ Each token is attending to each other token = self-attention models.

Recurrent Neural Network

Self-Attention

June 30, 2023 22 /66
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Transformers ~ Attention Mechanism

Self-Attention

Computation complexity on a sequence of n tokens:

@ RNN: multiplication of a weight matrix of size d x d and a
d-dimensional hidden state = O(nd?); O(n) operations cannot be
parallelized.

o Self-attention: a n x d matrix is multiplied by a d x n matrix, then

the resulting matrix is multiplied by a n x d matrix = O(n2d);
Computation can be parallelized with O(1) sequential operation.
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Transformers ~ Transformer Architecture

Content
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@ Transformer Architecture
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Transformers ~ Transformer Architecture

The Transformer Architecture

@ The Transformer is composed of
an encoder and a decoder.

@ The encoder is a stack of
multiple identical layers, where

Decoder

Add & norm [

Positionwise
FFN

o The second is a positionwise
feed-forward network.

each layer has two sublayers Encoder
o The first is a multi-head ———{=
self-attention pooling. s
=
FFN

Add & norm

Add & norm

@ There is a residual connection
at both sublayers, inspired by

i

the ResNet. — (—717
@ The encoder outputs a
d-dimensional vector I Embefddmg ] [ Embefddmg |
representation for each position Sources Targets

of the input sequence.

x
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Transformers ~ Transformer Architecture

The Transformer Architecture

@ The decoder is also a stack of multiple identical Decoder
layers with residual connections and layer
normalizations. it it

@ Between the two sublayers, the decoder has a third
sublayer, called the encoder-decoder attention.

o In the encoder-decoder attention, queries are from
the outputs of the previous decoder layer, and the
keys and values are from the encoder outputs.

@ In the decoder self-attention, queries, keys, and
values are all from the outputs of the previous
decoder layer.

Positionwise

X

@ Each position in the decoder is allowed to only
attend to all positions up to that position.
@ The masked attention preserves the auto-regressive
property, ensuring that the prediction only depends
on those output tokens that have been generated.

___________

Positional
encoding
Embedding

Targets
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Transformers ~ Transformer Architecture

Encoder Self-Attention Weights

" Head 1 Head 2 Head 3 Head 4
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c
.g . &4 a | | | | 0.2
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[
=
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0 5 0 5 0 5 0 5
Key positions  Key positions Key positions Key positions
6

Two layers of multi-head attention weights are presented row by row.

6htt:ps ://d21.ai/chapter_attention-mechanisms-and-transformers/transformer.html
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Transformers

Transformer Architecture

Decoder Self-Attention Weights

Query positions

Query positions
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Transformers

Transformer Architecture

Encoder-Decoder Self-Attention Weights

Query positions

Query positions

L& Héng Phuong, Data Science Laboratory
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LLMs

Large-Scale Pretraining with Transformers: Three Modes

Transformers have been extensively pretrained with a wealth of text to
learn good representations.

@ Originally proposed for MT, the Transformer architecture consists of
an encoder for representing input sequences and a decoder for
generating target sequences.

@ Transformers can be used in three different modes:

@ encoder-only
@ encoder-decoder
© decoder-only
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LLMs Encoder-Only
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LLMs Encoder-Only

Encoder-Only Transformer

A Transformer encoder consists of self-attention layers, where all input
tokens attend to each other.

@ A sequence of input tokens is converted into the same number of
representations by the encoder.

@ These representations can then be further projected into output (e.g.,
classification).

@ This design was inspired by an earlier encoder-only Transformer
pretrained on text: BERT.”

"Devlin et al. (2018). BERT: Pre-training of deep bidirectional transformers for language understanding.
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LLMs Encoder-Only

Encoder-Only Transformer: BERT Pretraining

@ BERT is pretrained on text sequences using masked language
modeling: input text with randomly masked tokens is fed into a
Transformer encoder to predict the masked tokens.

@ There is no constraint in the attention pattern of Transformer encoders.
o Prediction of “love” depends on input tokens before and after it.

@ Large-scale text data can be used for pretraining BERT.

t ¢+ ¢t t ¢ t = 000000
;3 000000

Transformer encoder ‘émls 000000
(- 000000

<1 000000

--000000

T I 1 I T I
<cls> | <mask> this red car <cls> | <mask>this red car

Attention input
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LLMs Encoder-Only

Encoder-Only Transformer: BERT Fine-Tuning

@ The pretrained BERT can be fine-tuned to downstream encoding
tasks involving single text or text pairs.

o During fine-tuning, additional layers can be added to BERT with
randomized parameters: these parameters and those pretrained BERT
parameters will be updated to fit training data of downstream tasks.

@ The general language representations learned by the 340M-parameter
BERT from 250B training tokens advanced the SOTA for many NLP
tasks.

Positive

Pt t t t ¢

Transformer encoder

1T

<cls> This show is not bad

June 30, 2023
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LLMs Encoder-Only

Derivatives of BERT

Other derivatives of BERT improved model architectures or pretraining
objectives:
© RoBERTa (2019)
@ change key hyperparameters

@ remove the next-sentence pretraining objective of BERT
@ train with much larger mini-batches and learning rates

© DeBERTa (2021)

@ use disentangled attention mechanism: each word is represented using
two vectors that encode its content and position, the attention weights
among words are computed using disentangled matrices on their
contents and relative positions

@ use enhanced mask decoder to replace the output softmax layer to
predict the masked tokens

© Others
o ALBERT (2019): enforces parameter sharing
@ SpanBERT (2020): predicts spans of texts
o ELECTRA (2020): replaced token detection
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LLMs Encoder-Only

Multilingual BERT

@ mBERT (2019)

@ a multilingual version of BERT trained on 104 languages from the
Wikipedia corpus.
o follows the BERT recipe with the same training architecture and
objective
@ 110M to 340M parameters
@ XLM-R (2020)

@ a multilingual language model, trained on 2.5TB of filtered
CommonCrawl data of 100 different languages

o performs particularly well on low-resource languages

o outperforms mBERT on a variety of cross-lingual benchmarks.

@ 3.5B to 10.7B parameters

© BERT pretrained models for Vietnamese:

o ViBERT (10/2020), FPT
o PhoBERT (11/2020), VinAl
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Encoder-Decoder

Content

© LLMs

@ Encoder-Decoder
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LLMs Encoder-Decoder

Encoder-Decoder Transformer

@ The decoder autoregressively predicts the target sequence of arbitrary
length, token by token, conditional on both encoder output and
decoder output:

@ the encoder-decoder cross-attention allows target tokens to attend to
all input tokens

@ the masked multi-head attention of decoder allow any target token can
attend to past and present tokens in the target sequence

@ Two well-known encoder-decoder Transformers, both attempt to
reconstruct original text in their pretraining objectives.

© BART (2019): emphasizes noising input (masking, deletion,
permutation, rotation)
© T5/mT5 (2020): emphasizes multitask unification
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LLMs Encoder-Decoder

Encoder-Decoder Transformer: T5h

[ “translate English to German: That is good."

"Das ist gut."

"cola sentence: The
course is jumping well."

"stsb sentencel: The rhino grazed
on the grass. sentence2: A rhino
is grazing in a field."

"six people hospitalized after ]

"summarize: state authorities : t
a storm in attala county.

dispatched emergency crews tuesday to
survey the damage after an onslaught
of severe weather in mississippi..”

@ Every task is cast as feeding the model text as input and training it to
generate some target text.®

@ This allows for the use of the same model, loss function,
hyperparameters across different tasks.

8Raffel et al. (2020). Exploring the limits of transfer learning with a unified text-to-text transformer. JMLR.
Introduction to LLMs for NLP June 30, 2023 39 /66
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LLMs Encoder-Decoder

Encoder-Decoder Transformer: T5h

[President Franklin <M> born <M> January 1882.

D. Roosevelt was <M> in ]

Lily couldn't <M>. The waitress

had brought the largest <M> of believe her eyes <M>
chocolate cake <M> seen. piece <M> she had ever
Our <M> hand-picked and sun-dried peaches are <M> at our]
<M> orchard in Georgia.

President Franklin D.
Roosevelt was born
in January 1882.

Pre-training

Fine-tuning

When was Franklin D.
Roosevelt born?

@ T5 can be fine-tuned for novel tasks.?

@ 11B-parameter T5 achieved SOTA on the GLUE, SuperGLUE,
SQuAD, and CNN/Daily Mail benchmarks.

9https://ai.googleblog.com/2020/02/exploring-transfer-learning-with-t5.html

& Héng Phuong, Data Science Laboratory Introduction to LLMs for NLP June 30,
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Encoder-Decoder Transformer: T5h

LLMs

Encoder-Decoder

Pretraining Fine-tuning
<X> love <Y> red car <Z>
AT DA P
Transformer decoder +____§“_’"I"f'f _____ -
Oil prices extend slides
t t t t
t f t 1 | Transformer decoder |
t t t t t t t
Transformer encoder ‘ Transformer encoder |
I [ L I I I I

T I T I
I <X> this  <Y>

| <X>this<Y> <X>love<Y>red car <Z>

Attention input

Summarize : Oil prices slipped ... diesel taxes
-—————— D >

Task description

Article

Switch Transformer (2022) is based on T5.1°
@ improve with reduced communication and computational costs

@ advance the of LLMs by pre-training up to trillion parameter models,
achieved a 4x speedup over the T5-XXL model

OFedus et al. (2022). Switch transformers: scaling to trillion parameter models with simple and efficient sparsity. JMLR.
Introduction to LLMs for NLP June 30, 2023
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LLMs Decoder-Only
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LLMs Decoder-Only

Decoder-Only Transformer: GPT-2

@ Remove the entire encoder and the encoder-decoder cross-attention
sublayer from the original encoder-decoder architecture.
@ GPT and GPT-2 chooses a Transformer decoder as its backbone.

| like this  book <eos>

t t+ ¢t t ¢

<eos> D [:]
book [:]

Transformer decoder this

000

like

Attention output
0000

00000

I | 1 | I
<bos> | like this  book <bos> | like this book

Attention input
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LLMs Decoder-Only

Decoder-Only Transformer: GPT-2

o GPT (2018)!!: 100M parameters, need to be fine-tuned for
downstream tasks.

e GPT-2 (11/2019)'2: 1.5B parameters, performed well on multiple
other tasks without updating the parameters or architecture.'3

GPT-2 displays a broad set of capabilities, including the ability to generate conditional
synthetic text samples of unprecedented quality, where we prime the model with an input
and have it generate a lengthy continuation. In addition, GPT-2 outperforms other
language models trained on specific domains (like Wikipedia, news, or books) without
needing to use these domain-specific training datasets. On language tasks like question
answering, reading comprehension, summarization, and translation, GPT-2 begins to
learn these tasks from the raw text, using no task-specific training data. While scores on
these downstream tasks are far from state-of-the-art, they suggest that the tasks can
benefit from unsupervised techniques, given sufficient (unlabeled) data and compute.

1 Radford et al. (2018). Improving language understanding by generative pre-training. OpenAl.
12Radford et al. (2019). Language models are unsupervised multitask learners. OpenAl Blog.

Bhttps://openai . com/research/better-language-models
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LLMs Decoder-Only

Decoder-Only Transformer: GPT-3

@ A pretrained LM may generate the task output as a sequence without
parameter update, conditional on an input sequence with
@ the task description
@ task-specific input-output examples
© a prompt (task input)

@ This learning paradigm is called in-context learning.'4

@ GPT-3 (2020), 175B parameters:

@ uses the same Transformer decoder architecture in GPT-2 except that
attention patterns are sparser at alternating layers

o pretrained with 300B tokens (40TB of text data)

o performs better with larger model size, where few-shot performance
increases most rapidly

4Brown et al. (2020). Language models are few-shot learners. Advances in Neural Information Processing Systems.
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LLMs Decoder-Only

GPT-3 Zero-shot

je suis malade

I

Transformer Decoder
(no parameter update)

Translate English to French: i’m home—
——

task description prompt
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LLMs Decoder-Only

GPT-3 One-shot

je suis malade

T

Transformer Decoder
(no parameter update)

Translate English to French: go — va | i'm home
—_——

task description 1 exemplar prompt
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LLMs Decoder-Only

GPT-3 Few-shot

je suis malade

T

Transformer Decoder
(no parameter update)

Translate English to French: go — va ; i lost — j’ai perdu | i’m home
—_——

task description 2 exemplars prompt
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LLMs Decoder-Only

Recall: Instruction-Tuning Method

Pretrained Instruction-tune
Language Model on many tasks
(FLAN, TO) B,C D....

Inference on
task A

Instruction-tuning:
@ Model learns to perform many tasks via natural language instructions
@ Inference on unseen tasks

@ Zero-shot learning
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FLAN Instruction-Tuning

@ Leverage the intuition that NLP tasks can be described via natural
language instructions, such as

o Is the sentiment of this movie review positive or negative?
o Translate “how are you” into Chinese.

( i Commonsense| [ Sentiment Paraphrase | [Cl K &ﬂm_tg_tm\ 1

(7 datasets) @ 4 ) @ ) 3 (4d (8d
(ANLI(R1-R3))( RTE )| [(__CoPA )[|(_IMDB ) (" MRPC_ )| |(ARC easyichal)) | | (CommonGen) | | (Paracrawt ENDE )
(cB  )(__SNu_)||(HellaSwag) |[(_Sentt40 )||( aap )||C_Na )||(C_DART )||(PemcCraw enes)

(MmN ) who ) |(C_PieA ) f|(C_ssT2 || _paws )|[{(C_TQA )||(CE2ENLG )| |(ParaCrawi ENFR)

QNLI (StoryCloze ) |{(__Yelp  )||{(__sTSB ) (CWEBNLG ) || (wnT-t6 ENCS)
Reading comp. | (Read. comp. w/|| Coreference Misc. Summarization
(5 datasets) commonsense | | (3 datasets) (7 datasets) (11 datasets) WMT-16 ENEL
("Booia )(0BaA)|| @ DPR (CAESLC ) (Wult-News ) (Samum )
i AG News ) ( Newsroom ) (Wi Lingua N) | [ (WMT-16 ENRU
( DRQP )(SQuAD)| | ( CosmosQA )| | (Winogrande ) Prier | RS (o o | s
MultiRC (CReCoRD )| |(C_WSC273 )| |(Fix Punciaion i0) C( Gi aword))@pmm o) ) \—_j

Héng Phuong, Data Science Laboratory Introduction to LLMs for NLP June 30, 2023



LLMs Decoder-Only

FLAN Instruction-Tuning

Take a pretrained decoder-only model (LaMDA-PT, 137B parameters)
and perform instruction tuning—finetuning 60+ NLP datasets.'®

GPT-3 175B zero shot [l GPT-3 175B few-shot [l FLAN 137B zero-shot

Performance
on unseen
task types

Natural language inference  Reading Comprehension Closed-Book QA

15\Wei et al. (2022) Finedtuned language models are zero-shot learners. ICLR.
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TO Instruction-Tuning

The picture appeared on the wall of a
Poundland store on Whymark Avenue [...] How
would you rephrase that in a few words?

Sentiment Analysis Graffiti artist Banksy

is believed to be
behind [...]

Review: We came here on a Saturday night
and luckily it wasn't as packed as I
thought it would be [...] On a scale of 1

to 5, I would give this a

Question Answering

I know that the answer to “What team did

the Panthers defeat?” is in “The Panthers

finished the regular season [...]". Can
you tell me what it is?

Arizona Cardinals

Multi-task training

Zero-shot generalization [ T\ T

Natural Language Inference

Suppose “The banker contacted the professors
and the athlete”. Can we infer that "The
banker contacted the professors"?

TO is an encoder-decoder model.10

165anh et al. (2022) Multitask prompted training enables zero-shot task generalization. ICLR.
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TO Instruction-Tuning

TO (2022) 11B parameters, trained on multitask mixture of NLP datasets
@ Each dataset is associated with multiple prompt templates to format
examplars. TO is as good as FLAN despite being 10x smaller.

Multiple-Choice QA Closed-Book QA Structure-To-Text Sentence Completion BIG-Bench
CommonsenseA Hotpot QA Common Gen COPA Code Description
DREAM Wiki QA Wiki Bio HellaSwag Conceptual
QuAIL
Story Cloze Hindu Knowledge
QuaRTz Sentiment i
- - ( ) Known Unknowns
Social IQA Amazon CNN Daily Mail Natural Language
Inference Language ID
WiQA App Reviews Gigaword ANLI
Logic Grid
Cosmos QA IMDB MultiNews cB
Logical Deduction
QASC Rotten Tomatoes SamSum RTE
QuaRel
Yelp XSum S —
SciQ -/ - Coreference Movie Dialog
R :
Wiki Ho ic Cl ¥ Novel Concepts
2 Topic Identification WSC
Strategy QA
- AG News MRPC Winogrande ey
Extractive QA 3
DBPedia PAWS - Syllogisms
Adversarial QA
TREC QapP Word Sense Vitamin C
Quoref Disambiguation
ROPES wic Winowhy
DuoRC
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FLAN Instruction-Tuning — Chain of Thoughts

@ FLAN-PaLM 540B instruction-finetuned on 1.8K tasks outperforms
PaLM 540B by a large margin (+9.4% on average).

@ FLAN-PalLM 540B achieves SOTA performance on several
benchmarks, such as 75.2% on five-shot MMLU.

Instruction finetuning

Please answer the following question.
What is the boiling point of Nitrogen?

Chain-of-thought finetuning

Answer the following question by

reasoning step-by-step. The cafeteria had 23 apples

originally. They used 20 to
make lunch. So they had 23 -
20 = 3. They bought 6 more
apples, so they have 3+ 6 =9.

The cafeteria had 23 apples. If they
used 20 for lunch and bought 6 more,
how many apples do they have?

Multi-task instruction finetuning (1.8K tasks) |

Inference: generalization to unseen tasks

\ Geoffrey Hinton is a British-Canadian
i \| computer scientist born in 1947. George
Q: Can Geoffrey Hinton have a / Washington died in 1799. Thus, they
conversation with George Washington? could not have had a conversation
Give the rationale before answering. together. So the answer is “no”.
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Decoder-Only

FLAN Instruction-Tuning — Chain of Thoughts

Instruction
without
exemplars

Instruction
with exemplars

Without chain-of-thought

With chain-of-thought

Answer the following
yes/no question.

Answer the following yes/no question

A haiku is a japanese
three-line poem.

by reasoning step-by-step.
) yes J SilePaastEn -— That is short enough
Can you write a whole c : Y to fit in 280
il % an you write a whole Haiku in a
Haiku in a single tweet? singli tweet? characters. The
answer is yes.
;)e: S’;::“éi;::;:‘ouowmg Q: Answer the following yes/no question by
Could a dandelion suffer reaslznlné; StsﬁTby'St;p' o )
from hepatitis? Could a dandelion suffer from hepatitis? RS
Afo A: Hepatitis only affects organisms with livers. Freecii
< Dandelions don’t have a liver. The answer is no. fhreesline poern,
yes That is short enough

Q: Answer the following
yes/no question.

Can you write a whole Haiku
in a single tweet?

A

—

Q: Answer the following yes/no question by

reasoning step-by-step.

Can you write a whole Haiku in a single tweet?
A

to fit in 280
characters. The
answer is yes.
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FLAN Instruction-Tuning — Chain of Thoughts

- Random 25.0

- Average human rater 345
May 2020 GPT-3 5-shot 439
Mar. 2022 Chinchilla 5-shot 67.6
Apr. 2022 PaLM 5-shot 69.3
Oct. 2022 Flan-PaLM 5-shot 722
Flan-PaLM 5-shot: CoT + SC 75.2

- Average human expert 89.8

Jun. 2023 forecast (Hypermind) 73.2
Jun. 2024 forecast (Hypermind) 75.0
Jun. 2023 forecast (Metaculus)  82.7
Jun. 2024 forecast (Metaculus) 87.6

Table 1: Average 5-shot MMLU scores (%) for 57 tasks with model and human accuracy comparisons
(Hendrycks et al., 2020). Forecasts were made in July 2022 by competitive human forecasters, regarding a sin-
gle model (Steinhardt, 2021); see https://prod.hypermind.com/ngdp/en/showcase2/showcase.html?sc=
JSAI and https://www.metaculus.com/questions/11676/mmlu-sota-in-2023-2025/. CoTl + SC: chain-
of-thought prompting with self-consistency (Wang et al., 2022b).

17

17Chung et al. (2022) Scaling instruction-finetuned language models.

Héng Phuong, Data Science Laboratory Introduction to LLMs for NLP June 30, 2023 56 / 66



LLMs Decoder-Only

Self-Instruct

Self-Instruct is a framework for improving the instruction-following
capabilities of pretrained LLMs by bootsrapping off their own

; 18
generations.
175 seed tasks with Task Pool Step 1: Instruction Generation s"l;‘:lflﬂ::l;f::::
1 instruction and - == )
1 instance per task w )
/ LM (
N Instruction : Give me a quote from a LM
S famous person on this topic.
~— = 3 J

Step 3: Instance Generation

7
[ Instruction : Find out if the given text is in favor of or against abortion.
Step 4: Filterin;
g SR Class Label: Pro-abortion

Input: Text: I believe that women should have the right to choose whether or not Output-first LM
they want to have an abortion. J A

7 2 5 3
Instruction : Give me a quote from a famous person on this topic.

Input: Topic: The importance of being honest.
Output: "Honesty is the first chapter in the book of wisdom.” - Thomas Jefferson | 10 firgt

18Wang et al. (2023) Aligning language models with self-generated instructions. ACL
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Self-Instruct

Decoder-Only

Model # Params ROUGE-L
Vanilla LMs
1 T5-LM 11B 257
@ SuperNl is a benchmark o e 3
consisting of 119 tasks with 100 [ mstruction-tuncd wio Surexnt
TO 11B 33.1
instances in each task. GPT3 + TO Training 175B 379
® CGPT3SWNI (Ours) 175B 39.9
@ Self-Instruct data is freely b SR
) ; ) Instruction-tuned w/ SUPERNI
available (52K instructions). Thlwsmoer B 460
® GPT3 + SUPERNI Training 175B 49.5
GPT3g,, ;. 1nsr + SUPERNI Training (Ours)  175B 51.6

@ By finetuning GPT-3 on

data leads to a 33% absolute
improvement over the original

GPT-3.

SuperNI'®, Self-Instruct?®

this

Table 3: Evaluation results on unseen tasks from Su-

PERNI (§4.3). From the results, we see that (1) SELF-

INSTRUCT can boost GPT3 performance by a large mar-

gin (+33.1%) and (2) nearly matches the performance of
InstructGPT,, . Additionally, (3 it can further improve
the performance even when a large amount of labeled

instruction data is present.

YWang et al. (2022) Super-Naturallnstruction: Generalization via declarative instructions on 1600+ tasks. EMNLP

Ohttps://github.com/yizhongw/self-instruct
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Emergent Abilities

Content

© LLMs

@ Emergent Abilities
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Emergent Ability

An ability is emergent if it is not present in smaller models but is
present in larger models.?!

Model sizes:
@ GPT-3: 2-10?2 training FLOPs (13B parameters)
@ LaMDA: 10?3 training FLOPs (68B parameters)
@ Gopher: 5- 1023 training FLOPs (280B parameters)
@ PaLM: 2.5-10%* FLOPs (540B parameters)

21\Wei et al. (2022) Emergent abilities of large language models. TMLR.
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Emergent Ability: Few-shot Prompting Setting

—e— LaMDA —a— GPT: —4— Gopher —&— Chinchilla —@—PaLM - -~ Random
(A) Mod. arithmetic (B) IPA transliterate  (C) Word unscramble (D) Persian QA
50 50 50
o 40 | IS ISE)
g < = =
= S 30 € 30 S 30
g =] 2 2 A -
g =] g . g 90t
a = 20 - 20 - 20
g 8 g g
< 10 % 10 % 10
= <]
0 e m e 0 | -e—omem®®. _ . 0
lnlﬂ 102” 10/22 102‘1 1015 10'2“ 1022 10‘2'1 101& 102() 1022 10'2"1 101?‘ 102(’ 1022 102vl

(E) TruthfulQA (F) Grounded mappings (G) Multi-task NLU (H) Word in context

70 70 70 70

60 60 60 60
X 50 X 50 X 50 X 50 - -
zd0 | 7 40 z 40 % 40
£ 30 £ 30 £ 30 £ 30
g 20 g 20} g 20 g 20
< < < <

10 10 10 10

0 ‘ 0 of . ol . ‘

102!) 1022 102‘ 102() 10‘22 102'1 102U 1022 1024 1021] 1022 1024

Model scale (training FLOPs)
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ent Ability: Specialized Prompting or Finetuning

(A) Math word (B) Instruction
problems following (C) 8-digit addition 55 (D) Calibration
== o 70 100 | 'z
X a0 Instruction Scratchy £ 100
20 s - g0
) £ 60 S g
e < ~ -
g 15 % 7 60 P
3] < 50 3 &
< 10 hat 5 a0 7
x = g g
a_c' 5 2 40 < 20 Z 1
= No chain No @ 10
‘{5 of thought =1 36 3 cratchpad O
0 ‘ . . = L v
1021 1022 1023 1024 102! 1022 1023 1024 1019 1020 1021 e 102 1023 1024

Model scale (training FLOPs)

@ Multi-step reasoning: chain-of-thought prompting, guiding LLMs to produce a
sequence of intermediate steps before giving the final answer.

@ Program execution: computational tasks involving multiple steps, such as adding
large numbers or executing computer programs.

@ Model calibration: measures whether models can predict which questions they will
be able to answer correctly.
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LLMs

Emergent Abilities

Emergent scale

Train. FLOPs Params.

Model  Reference
Few-shot prompting abilities
¢ Addition/subtraction (3 digit) 2.3E+22 13B GPT-3  Brown et al. (2020)
¢ Addition/subtraction (4-5 digit) 3.1E+23 175B
e MMLU Benchmark (57 topic avg.) 3.1E+23 175B GPT-3  Hendrycks et al. (2021a)
» Toxicity classification (CivilComments) 1.3E+22 7.1B Gopher  Rae et al. (2021)
e Truthfulness (Truthful QA) 5.0E+23 280B
¢ MMLU Benchmark (26 topics) 5.0E+23 280B
¢ Grounded conceptual mappings 3.1E+23 175B GPT-3  Patel & Pavlick (2022)
e MMLU Benchmark (30 topics) 5.0E+23 70B Chinchilla Hoffmann et al. (2022)
¢ Word in Context (WiC) benchmark 2.5E+24 540B PaLM  Chowdhery et al. (2022)
¢ Many BIG-Bench tasks (see Appendix E) Many Many Many BIG-Bench (2022)
Augmented prompting abilities
¢ Instruction following (finetuning) 1.3E+23 68B FLAN  Wei et al. (2022a)
¢ Scratchpad: 8-digit addition (finetuning) 8.9E+19 40M LaMDA  Nye et al. (2021)
¢ Using open-book knowledge for fact checking 1.3E+22 7.1B Gopher  Rae et al. (2021)
¢ Chain-of-thought: Math word problems 1.3E+23 68B LaMDA  Wei et al. (2022b)
¢ Chain-of-thought: StrategyQA 2.9E+23 62B PaLM  Chowdhery et al. (2022)
¢ Differentiable search index 3.3E+22 11B T5 Tay et al. (2022b)
¢ Self-consistency decoding 1.3E+23 68B LaMDA  Wang et al. (2022b)
¢ Leveraging explanations in prompting 5.0E+23 280B Gopher  Lampinen et al. (2022)
¢ Least-to-most prompting 3.1E+23 175B GPT-3  Zhou et al. (2022)
e Zero-shot chain-of-thought reasoning 3.1E+23 175B GPT-3  Kojima et al. (2022)
¢ Calibration via P(True) 2.6E+23 52B Anthropic Kadavath et al. (2022)
¢ Multilingual chain-of-thought reasoning 2.9E+23 62B PaLM  Shi et al. (2022)
¢ Ask me anything prompting 1.4E+22 6B EleutherAI Arora et al. (2022)
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Emergent Abilities

@ A dataset of 4,550 questions and solutions from problem sets,
midterm exams, and final exams across all MIT EECS courses.
@ GPT-3.5 successfully solves a third of the entire MIT curriculum.
o GPT-4, with prompt engineering, achieves a perfect solve rate on a test
set excluding questions based on images.

Exploring the MIT Mathematics and EECS
Curriculum Using Large Language Models

Sarah J. Zhang* Sam Florin*
MIT MIT
sjzhang@mit .edu sflorin@mit.edu
Ariel N. Lee Eamon Niknafs Andrei Marginean Annie Wang
Boston University Boston University MIT MIT
ariellee@bu.edu en@bu.edu atmargi@mit.edu annewang@mit.edu
Keith Tyser Zad Chin ‘Yann Hicke

Boston University Harvard University Cornell University

ktyser@bu.edu zadchin@college.harvard. edu y1lh8Qcornell.edu

Nikhil Singh Madeleine Udell Yoon Kim ‘Tonio Buonassisi

MIT Stanford University MIT

nsinghl@mit.edu udell@stanford.edu yoonkim@mit.edu buonassi@mit.edu
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@ OPT and BLOOM (175B parameters) training required 34 days on
992 A100 80GB.

@ LLaMA of Facebook (65B parameters) used 2,048 A100-80GB for a
period of approximately 5 months, cost around 2,638 MWh.?2
¢ https://github.com/facebookresearch/llama
@ PaLM'’s (Google's 540B LLM) training costs around $9M to $17M.
@ https://blog.heim.xyz/palm-training-cost/

22Touvron et al. (2023) LLaMA: Open and efficient foundation language models.
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Conclusion
Conclusion

@ LLMs have changed the NLP field completely in the last 5 years.
@ Single task = multitask
@ Monolingual processing = multilingual processing
@ Small models = very large models
@ Small corpora = collosal corpora

@ Core technologies of LLMs:
o Attention mechanism — the Transformers and their variants
@ Distributed and parallel processing using GPU/TPU
o Large-scale optimization algorithms

@ Current active research directions:

@ Model scaling; improved model architectures and training
@ Data scaling and selection;

@ Better techniques for understanding of prompting

@ Understanding emergence
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