POLYNOMIAL MATHEMATICAL PROGRAMS WITH EQUILIBRIUM
CONSTRAINTS AND SEMIDEFINITE PROGRAMMING
RELAXATIONS*

LIGUO JIAO, JAE HYOUNG LEE', AND TIEN-SON PHAM?

ABSTRACT. This paper focuses on the study of a mathematical program with equilibrium
constraints, where the objective and the constraint functions are all polynomials. We
present a method for finding its global minimizers and global minimum using a hierarchy
of semidefinite programming (SDP) relaxations and prove the convergence result for the
method. Numerical experiments are presented to show the efficiency of the proposed

algorithm.

1. INTRODUCTION

Mathematical Programs with Equilibrium Constraints (MPECs for short) form an im-
portant class of (nonlinear) constrained optimization problems, in which the variables
satisfy a finite number of constraints together with an equilibrium condition such as vari-
ational inequalities or complementarity conditions. The term “MPEC” is believed to
have been put in [14], and the word “equilibrium” is used since the variational inequality
constraints of the MPEC typically model specific equilibrium phenomena that occur in
engineering and economic applications. MPECs are natural extensions of optimization
problems with variational inequality constraints [10, 26, 36], bilevel optimization prob-
lems [8, 16, 24, 28|, semi-infinite optimization problems [18, 23, 34|, minimax (robust)
optimization problems [4, 5, 12]. There is a large literature on all aspects of MPECs; we
refer the reader to the comprehensive monographs [10, 27, 29] with the references therein.

MPECs have been studied in the past years, with several solution methods devel-

oped; for example, the elastic mode approach [1, 2], relaxation schemes [7, 33], smoothing
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method [9], sequential quadratic programming methods [11], interior-point method |25,
27], exact penalization approach [17, 32], see also the references therein.

We would like to note that, in general, an MPEC is a nonconvex and nondifferen-
tiable optimization problem that includes certain combinatorial features in its constraints.
Therefore, it is computationally very difficult to solve, especially if we wish to find a glob-
ally optimal solution.

In this paper, we are interested in an MPEC with polynomial data which admits the

following mathematical form:

f* = (x,y)renIRngRm f(xay)
subject to  (z,y) € AN B, (MPEC)

e(z,y,v) >0, Vv € B(z),

where f: R" x R™ — R, ¢: R” x R™ x R™ — R are polynomial functions, and we call
o(x,y,v) > 0 for all v € B(z) the equilibrium constraints, A, B C R™ x R™ are basic
closed semi-algebraic sets, and B(z) := {y € R™ : (z,y) € B} for z € R".

We aim to propose a computational method for finding/approximating the optimal
value f, (and minimizers, if possible) of Problem (MPEC). To do this, we first define the
optimal value function for the equilibrium constraints by J(z,y) := min,epe) ¢(z,y, v).
Under a blanket assumption, that is commonly used in polynomial optimization (see
[16, 20, 22, 23]), we show that the function J is well-defined on some compact set Q C
R™ x R™ containing the set B and that (MPEC) is equivalent to the following constrained

optimization problem

1(P) := i
val(P):= ~min . f@y)
s.t. (r,y) € ANB, (P)
J(x,y) > 0.

Note that, in general, the function J is not polynomial and so Problem (P) is not a
polynomial optimization problem. Nevertheless, by using the “joint+marginal” approach
for parametric polynomial optimization developed by Lasserre in [20], we can construct
a sequence of polynomials J: R” x R™ — R (with degree at most 2k, k € N) that
approximate from below the function J on €2, and with the strong property that J, — J
in the L;-norm as k& — oo. (In particular, Jy, — J almost uniformly on  for some

subsequence kg, ¢ € N.) Then, ideally, we could solve the nested sequence of polynomial



optimization problems:

(xyy)IeTl]Rl"I;lme f(x7 y)
s.t. (z,y) € AN B, -
Ji(z,y) > 0.

For fixed k, we may approximate (and often solve exactly) Problem (P*) by solving a hi-
erarchy of semidefinite programming relaxations, as defined by Lasserre in [19]. However,
as the feasible set of Problem (P*) may be empty, we relax the constraint Jy(z,y) > 0 to
Je(z,y) > —e for some scalar € > 0, which can adjust dynamically during the algorithm.
Moreover, in order to establish convergence of our algorithm, we also relax the sets A
and B to basic closed semi-algebraic sets A, and B,, respectively. In other words, we will

relax the problem (P*) to the following polynomial optimization problem

val(Py¥) = . yféié?mm f(z,y)
st (z,y) € A. N B, (P¥)
Jk(x7y> 2 —¢€.

As mentioned above, this problem can be solved by using Lasserre-type semidefinite pro-
gramming relaxations. Finally, let v* := min;<;<; val(P?). Then we can show that the

following statements are valid:

(i) The sequence {v*}ren is bounded from above by f, + €.
(ii) For all € € (0,+00) except finitely many points, the sequence {vF}en converges

monotonically, decreasing to the optimal value val(P.) of the problem

val(P) := i f(z,y)
s.t. (xz,y) € Ac N B, (P,)
J(z,y) > —e.

(iii) The following relation holds true
val(P) = fitce?+o(e?) as e—0F
for some ¢ < 0 and ¢ > 0. In particular,

lim lim % = f.
Jim Jim of =

Our approach extends the sequential SDP relaxations, introduced in [16] for bilevel
polynomial optimization problems and in [23] for semi-infinite optimization problems, to

mathematical programs with equilibrium constraints. It is worth emphasizing that it is



different from the papers [16, 23] that we do not make technical assumptions concerning
the interior of the feasible sets; moreover, the idea in this paper can be used to modify
the algorithms in the two papers cited, so that we can drop these technical assumptions.

The rest of this paper is organized as follows. Section 2 contains some preliminaries on
semi-algebraic geometry. Section 3 presents convergence of our sequential SDP relaxation

scheme for solving Problem (MPEC). Finally, conclusions are given in Section 4.

2. PRELIMINARIES

Throughout this paper, R™ denotes the Euclidean space with dimension n. The open
ball in R™ centered at z with radius p is denoted by B(zx, p). We also use N to denote
all the nonnegative integers. For a set D in R", we use cl(D) and int(D) to denote the
closure and interior of D, respectively.

Denote by R[z] the ring of polynomials in x := (x1, ..., z,) with real coefficients. For a
polynomial f, we use deg f to denote the degree of f. We say that a polynomial f € R[z]
is sum of squares if there exist polynomials ¢, [ = 1,...,r, such that f = >",_, ¢f. The
set consisting of all sum of squares polynomial in z is denoted by ¥?[z]. Moreover, the
set of all sum of squares polynomials in = with degree at most d is denoted by X2[z]. For
a multi-index o := (aq,...,a,) € N, let |a| := > | «; and the notation z® stands for
the monomial z{" - - - x%. Finally, let N? := {a € N" : |a| < d}.

The following Archimedean property is commonly used in polynomial optimization (see

[13, 21] and references therein).

Definition 2.1. A finite system {fi,..., fs} C R[z] is said to satisfy the Archimedean
property if there exists R > 0 such that the quadratic polynomial z — R — ||z||* can be

written in the form
S
R—|lzI” = oo+ Y oifi(®),
j=1
for some sum of squares polynomials o; € 3?[z].

In what follows, we recall some notions and results of semi-algebraic geometry, which
can be found in [6, 13].

Definition 2.2. A subset of R" is called semi-algebraic if it is a finite union of sets of
the form {z € R" : fi(z) =0, i=1,...,k, fi(x) >0, i=k+1,...,p}, where all f; are
polynomials. If A C R™ and B C RP are semi-algebraic sets, then the map F: A — B
is said to be semi-algebraic if its graph {(z,y) € A x B : y = F(z)} is a semi-algebraic

subset in R” x RP.



Note that semi-algebraic sets and functions enjoy a number of remarkable properties.

We summarize some of the important properties which will be used in this paper.

Proposition 2.1. The following statements hold:

(i) Each semi-algebraic set in R is a finite union of intervals and points.

(ii) Finite union (resp., intersection) of semi-algebraic sets is semi-algebraic.

(iii) The Cartesian product (resp., complement, closure) of semi-algebraic sets is semi-
algebraic.

(iv) If f, g are semi-algebraic functions on R™ and A € R, then f + g, fg and \f are
all semi-algebraic functions.

(v) If f is a semi-algebraic function on R™ and A € R, then {z € R" : f(z) < A},
{z eR": f(z) < A} and {x € R™: f(x) = A} are all semi-algebraic sets.

(vi) A composition of semi-algebraic maps is a semi-algebraic map.

Theorem 2.1 (Tarski-Seidenberg Theorem). The image and inverse image of a semi-
algebraic set under a semi-algebraic map are semi-algebraic sets. In particular, the pro-

jection of a semi-algebraic set is still a semi-algebraic set.

Remark 2.1. If A C R", B C R™, and C' C R" x R™ are semi-algebraic sets, then
we see that U = {& € A : (z,y) € C, Yy € B} is also a semi-algebraic set. To
see this, from Theorem 2.1, we see that {x € A : Jy € Bs.t. (z,y) € C} is semi-
algebraic. As the complement of U is the union of the complement of A and the set
{r € A: 3y € Bs.t. (x,y) ¢ C}, it follows that the complement of U is semi-algebraic
by Proposition 2.1(iii). Thus, U is also semi-algebraic by Proposition 2.1(iii). In general,
if we have a finite collection of semi-algebraic sets, then any set obtained from them by a

finite chain of quantifiers is also semi-algebraic.

Lemma 2.1 (Monotonicity Lemma). Let ¢: (a,b) — R be a semi-algebraic function.
Then there exist a = ag < a1 < -+ < as < asy1 = b such that, for each i = 0,1,... s,

the restriction ¢|(a_’a,+ 15 analytic, and either constant, or strictly increasing or strictly

1)
decreasing.

Lemma 2.2 (Growth Dichotomy Lemma). Let ¢: (0,¢) — R be a semi-algebraic function
with ¢(t) # 0 for all t € (0,€). Then there exist constants ¢ # 0 and q¢ € Q such that
o(t) = ct? 4 o(t?) ast — 0T,



3. THE MAIN RESULT
Hereafter that, we assume that f,g;,h; € Rlz,y],i=1,...,r,j=1,...,s, and put
A = {(z,y) eR"xR"™: gi(w,y) >0, i =1,...,7},
B = {(z,y) e R"xR™: hj(z,y) >0, j=1,...,s}.
Moreover, for each x € R", we define
B(z) :={y e R" : hj(z,y) >0, j=1,...,s}

Now, we recall Problem (MPEC), which admits the following form:

L A D
s.t. (x,y) € A, y € B(x), (MPEC)

o(z,9,0) > 0, ¥ € B(x),

where @: R" x R™ x R™ — R is a polynomial function, and we call ¢(x,y,v) > 0 for
all v € B(z) the equilibrium constraints. Throughout this work we shall assume that
the feasible set of Problem (MPEC) is nonempty. We also need the following blanket

assumption:

(H1) There exists a compact semi-algebraic set @ C R™ x R™ such that B C € and for
each x € Proj,Q, the set B(x) is nonempty.

Here and in the following, Proj, (2 stands for the image of €2 via the canonical projection
R™ x R™ — R"™, (z,y) — x.
Now, we define the function J: Q — R by

(z,y) = J(z,y) == min @(z,y,v).
vEB(x)

Lemma 3.1. Suppose that the assumption (H1) satisfies. Then the function J:  — R

is well-defined and semi-algebraic; furthermore, it is lower semicontinuous, i.e., for any

T € Q we have

liminf ¢(z) > ¢(Z).

T—T,rEN

Proof. Tt follows from the assumption (H1) that B(x) is a nonempty and compact set.
Moreover, since the polynomial function ¢ is continuous, the optimal value function
(x,y) — J(z,y) is well-defined. Also, by Tarski-Seidenberg Theorem (see Theorem 2.1),
it is not hard to see that J is semi-algebraic. To prove the lower semi-continuity of J, let
(2%, y*) € Q be a sequence such that (2%, y*) — (z,7) as k — oo. Since B(z*) C Proj,B
and Proj, B is a compact set (as B is compact), B(z*) is compact. Also, since ¢ is con-
tinuous on R™ x R™ x R™, there exists v* € B(z*) such that J(zF y*) = @(ak, y* o*).



Moreover, as v* € B(z¥), without loss of generality, we assume that v* — ¥ as k — oo.
Note that hj(z* v*) > 0 for j = 1,...,s, and all k. This implies that h;(z,v) > 0 for
j=1,...,s, and so, v € B(z). Finally, we have
liminf J(«*,y") = lim (2", y*,0") = (2,9,0) > min p(z,5,v) = J(2,7),
k—o00 k—o00 vEB(T)

and thus, J is a lower semicontinuous function. O]

Now, along with Lemma 3.1, and under the assumption (H1), Problem (MPEC) can

be rewritten as

(xyy)IeTl]Rl"I;lme f(x7 y)
s.t. (z,y) € AN B, "
J(z,y) > 0.

Moreover, if the function J is continuous, then Problem (P) has at least a minimizer.

Unfortunately, the following example shows that the function J may not be continuous.
Example 3.1. In R?, let

A = {(z,y) eR*:1—2*>0, 1 —9y* >0},
B = {(z,y) €eR*:1—y*>0, —wy > 0}.

Consider a mathematical programming with equilibrium constraint as follows:

min z,
(z,y)ERXR f( y)

s.t. (r,y) €A, ye B(x) ={veR:1—-v*>0, —zv >0},
o(x,y,v):=v—y >0, Yv € B(x).

It is not hard to check that for all (z,y) € R x R,

) —y if x <0,
J(z,y) = min (v—y) =
veB (@) —~1—y ifx>0.

Therefore, J is not continuous at all points (z,y) € {0} x R. Note that in this example,

[—1,0] ifz >0,
Bz)={veR:1-v*>0, —zv >0} = 0, 1] if x <0,
[—1,1] ifz=0.



Hence the set-valued map B is not lower semicontinuous! at z = 0.
The following lemma provides a sufficient condition for J being continuous.

Lemma 3.2. Suppose that the assumption (H1) satisfies. If the set-valued mapping
B: Proj,Q = R™, z =3 B(x),
15 lower semi-continuous, then the function J is continuous.
Proof. 1t is easy to see that J is continuous in the variable y. So it remains to show that

J is continuous in the variable z. To do this, take any (Z,%) € Q and let (z*,7) € Q be a

sequence such that limy_, ¥ = Z. We shall show that

lim J(a*, ) = J(2,7).

k—o0

In fact, since J is lower semi-continuous, we have

J(z,9) < liminf J(2*, 7).

k—o00

Hence, it suffices to show that

limsup J (2", ) < J(Z, 7).

k—o0

To see this, let v € B(Z) be such that J(z,7y) = ¢(z,y,v). Take any € > 0. Then
B(v,€) N B(Z) # 0.
Since B is lower semi-continuous, it follows that
B(v,e)NB(z*) #0 forall k> 1.

In particular, for each k > 1, there exists v¥ € B(v,¢) N B(z*). By the definition of J,
then

J(2*,9) = min o(z", g,0) < p(aF, g, 0").

vEB(xk)
Therefore,
limsup J(«*, §) < limsup (2", 5,0*) = (Z,7, 0c)
k—o0 k—o0
for some v, € B(v, €). Letting € — 0, the desired result follows. O

Remark 3.1. By Lemma 3.2, if the set-valued map B does not depend on the variable
z then the function J is continuous.
Iwe say that the set-valued map B: Proj,Q? = R™, x = B(x), is said to be lower semi-continuous

at T € Proj,Q iff for each open set V. C R™ satisfying B(Z) NV # (), there exists € > 0 such that
B(z) NV # () whenever ||z — Z|| < e.



3.1. The e-approximation of Problem (MPEC). Let ¢ > 0, and consider the follow-
ing perturbed sets of A and B:

Ac = {(z,y) € Q:gi(z,y) > —€, i=1,...,1},

B. = {(‘Tay) € hj({L‘,@/) > =€ J= 1""’8}'
Then A. and B, are nonempty compact semi-algebraic sets. We would like to mention
that it is different from [16, 23] that we perturbed the sets A and B. It turns out that we
do not make the assumptions concerning the interior of A and B to obtain the results in

this paper, as we shall see.

Next, we define an e-approximation of Problem (P) as follows:

(x7y)r€r]§l"l;l><Rm f(':c? y)
s.t. (x,y) € AcN B, o)
J(z,y) > —e.

We denote the optimal value of problems (P) and (P.) by val(P) and val(P.), respectively.

Lemma 3.3. Suppose that the assumption (H1) satisfies. Then the following two state-
ments hold:
(i) The function
0, +00) = R, €~ val(P,),
15 well-defined, non-increasing and semi-algebraic. In particular, it is analytic
except at finitely many points.
(i) If J is continuous, then a global minimizer for Problem (P.) exists for all ¢ > 0.
Furthermore, there exist € > 0, ¢ € Q with ¢ > 0, and ¢ < 0 such that for all
e €10, €,
val(P.) = val(P) 4 ce? 4 o(e?). (1)

Proof. (i) By the assumptions, the feasible set of Problem (P) (and hence of (P.)) is
nonempty and bounded. In particular, val(P,) is finite for all € > 0, and so, the function
e — val(P,) is well-defined.

From the definition of Problem (P.), it is clear that if 0 < ¢ < €9, then val(P,) >
val(P,,).

By Lemma 3.1, the function J is well-defined and semi-algebraic. Let

X = {(ex,y) €[0,400) x Q:gi(x,y) > —€,i=1,...,r
hi(z,y) > —e,j=1,...,s,J(x,y) > —€},



We can verify that X and Y are semi-algebraic sets by Proposition 2.1(iii)-(iv) and Re-
mark 2.1. Further, by Tarski-Seidenberg Theorem (see Theorem 2.1), the function

0,400) = R, €+ val(P,),

is semi-algebraic, and so it is analytic except at finitely many points (due to Lemma 2.1).

(i) Assume that J is continuous. Then for each € > 0, the constraint set of Problem (P)
is nonempty compact, and so a global minimizer for (P.) exists (because the objective
polynomial f is continuous).

We now claim that the function € — val(P,.) is right continuous at 0. To see this, let
e >0,k=1,2,..., with ¥ | 0, and let each (z*, y*) be an optimal solution of (P.). Since
Q) is compact, without loss of generality, we assume that (z*, y*) — (2*,9*) as k — oco.
Note that the functions g;, h;, and J are continuous. So, we can easily verify that (z*, y*)
is a feasible solution of (P). This yields that

val(P) < f(z*,y*) = kh—>Holo f(z* %) = lim val(P.) = lim val(P,) < val(P),

k—o00 el0t+

where the last inequality follows from the nonincreasing property of the function € —
val(P.), and so, the function € — val(P.) is right continuous at 0.

Define the function
¢:[0,400) = R, €~ val(P,) — val(P).
Then ¢ is a nonincreasing semi-algebraic function and

lim ¢(e) = 6(0) = 0. (2)

el0t

Invoking Monotonicity Lemma (see Lemma 2.1), there exists € > 0 such that ¢,  is either
constant 0 or strictly decreasing. Moreover, by (i), we may assume that ¢ is analytic on
(0,€). If ¢(e) = 0 for all € € [0,€), then letting ¢ = 0 in (1), the desired result follows.
Otherwise, applying Growth Dichotomy Lemma (see Lemma 2.2) (reducing € if necessary),
we see that there exist constants ¢ # 0 and ¢ € Q such that ¢(e) = ce?+ o(e?) as e — 0.

Since ¢ is strictly decreasing,
0 > ¢'(e) = cqe’ M +o(e?71),

and so ¢q < 0. Finally, we deduce easily from (2) that ¢ < 0 and ¢ > 0. O

3.2. Solving the e-approximation via sequential SDP relaxations. For simplicity,

we write z := (z,y). Let u be a finite Borel probability measure uniformly distributed on

10



Q C R" x R™. We will assume that € is a simple compact set (e.g., a simplex, a box or

an ellipsoid) so that the moments

Yo i= /Qz“du(z), aeN'x N
can be computed easily. For instance, in the sequel we will assume that
Q={zeR"xR": hj(2) >0, j=s+1,....,s+n+m}
with h; € R[z, y] being the polynomial

forj=s+1,...,s+mn,

>
<
—~
s
<
—
I
SN SN

forj=s4+n+1,...,s+n+m,

where M > 0 is chosen so that Q2 D B.
The following assumption, which is commonly used in polynomial optimization (see

[13, 21] and references therein), plays an important key role for our results.

(H2) The system {hq,...,hs} C Rlz,y] satisfies the Archimedean property.

Remark 3.2. (i) The assumption (H2) implies that the set B is compact but the inverse is
not necessarily true. However, if B is compact and one knows a bound R for ||(z,y)|| on B,
then it suffices to add the “redundant” quadratic constraint ho(z,y) := R*—||(x,y)||* > 0
to the definition of B, and (H2) holds.

(ii) When the set B is compact and the assumption (H2) does not hold, there is still a
representation of polynomials, strictly positive on B (see Corollary 3 in Schmiidgen [31]).
But, instead of being “linear” as in (3) below, there are product terms of the form hj, - - - by,
times a sum of squares of polynomials, with ji,...,75 € {1,...,s + n + m}. However,
the size of this semidefinite programming will grow exponentially with the number of

constraints s and the number of variables n + m.

For each k € N, with k > max{[952], (@} }, (where the notation [a] stands for the

smallest integer that is greater than or equal to a,) consider the following optimization

11



problem

sup / pdp(z) = | Y. DPaa
Q

py(05)

aENg,jm
s s+n+m
s.t. Sp(xayﬂj) —p(ZL‘,y> = 00+Zgjhj(xav)+ Z O-jhj(xay)a (3>
7=1 Jj=s+n+1

b= Z pazo‘ € R[:U7y]7 gj € EQ[l’,y,U],

n—+m
aENGY

degog < 2k, deg(ojh;) <2k,je{l,...,s,s+n+1,...,s+n+m}.

It is not hard to see that this is a semidefinite programming (see, for example, [13, 21]).
We also should mention that semidefinite programs can be solved (approximatively) in
polynomial time, using the interior point methods. For more details on semidefinite
programming, the interested reader is referred to Vandenberghe and Boyd [35].

Lemma 3.4 below shows that any optimal solution of Problem (3) permits to approx-
imate J in a strong sense. Note that we do not include the polynomials h;(z,y) for
j=s4+1,...,s+nin (3) as is usual. It turns out that we do not need these polynomials

to obtain the results in this paper, as we shall see (compare [16, 23]).

Lemma 3.4. Suppose that the assumptions (H1) and (H2) hold. Let py be the optimal
value of the semidefinite program (3) and let ((pa), (0;)) be an optimal or a 3 -solution of
(3) (i.e., such that >, pava > pp — 3)- Let Jy € Rz] be the polynomial z = (z,y)
Ji(2) =", paz™. Then Ji(z) < J(2) for all z € Q and

lim / i(2) — J(2)\du(z) = 0,

that is, Ji, — J for the Li(€, u)-norm”.

Proof. The assumption (H1) implies that for any (z,y,v) € R" x R™ x R™ we have
(z,y) € Q and v € B(z) if and only if

hj(z,v) >0for j=1,...,s, and hj(z,y) >0for j=s+n+1,...,s+n+m.

On the other hand, the assumption (H2) gives the existence of R > 0 and o; € X[z, v],
j=0,1,...,s, such that

S
Rl v)l* = o0+ 3_ashs(w,0)
j=1
2L1(€, p) is the Banach space of p-integrable functions on €, with norm || f|| = Jo [fldp.

12



Letting R’ := R+ m - M, we get

s s+n+m
R —|(z,y 0> = oo+ Y ojhi(z,o)+ > (M—y)
7=1 j=s+n+1
s s+n+m
= 00+Zajhj(x,v)+ Z L-h(z,y),
j=1 Jj=s+n+1

which implies that the system {hq,..., hs, hsini1,- -, Asinim} C Rlx,y,v] satisfies the
Archimedean property. Now, applying [20, Theorem 3.5], the desired result follows.  [J

We now introduce a scheme to solve the e-approximation problem (P.) for arbitrary
e > 0, using sequences of semidefinite programming relaxations.
Algorithm 3.1.
Step 0: Fix e > 0. Set k=1.
Step 1: Solve the semidefinite program (3) and obtain a 3 -solution (p,d;) of Problem (3).

Define Ji(z) := ZaeN;‘;m Paz®, z = (z,y) € R" x R™.
Step 2: Consider the following basic closed semi-algebraic set
Sp = {(z,y) € Q : gi(x,y) > —€, i=1,...,r, hj(z,y) > —€, j=1,...,s,
Jk(x7y) Z _6}'
If S, =0, then let k = k + 1 and return to Step 1. Otherwise, go to Step 3.

Step 3: Solve the following polynomial optimization problem

min x,
Join - f(z,y)
s.t. gi(x7y)2_€7 t=1,...,m hj(xay)2_67 J=1...s, (Pl:>

Je(z,y) > —e€.
Step 4: Let v* := min;<;<; val(P?). Update k =k + 1. Go back to Step 1.

Remark 3.3. We would like to note that the feasibility problem of the semialgebraic
set Sg in Step 2 can be tested by an SDP hierarchy via the Positivstellnsantz; this was
explained in [30] and was implemented in the matlab toolbox SOSTOOLS. As explained
before, Step 3 can also be accomplished by solving an sequence of SDPs; for more details,
we refer the reader to [19, 21].

Next, we justify that Algorithm 3.1 is a legitimate procedure.

Lemma 3.5. Suppose that assumptions (H1) and (H2) hold. Let ¢ > 0 be any fized. Then

the following two statements hold:
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(i) There exists an integer k. > 0 such that for all k > ke,
Sy #0  and vf<f*—|—e.
(i) The limit limy,_,o v* exists and

val(P.) < lim v* < lim val(Pj).

k—o0 d—e~
Further, the equality val(P.) = limy_,oo v® holds for all € € (0,+00) except finitely

many points.

Proof. (i) The assumptions that the feasible set of (MPEC) is nonempty and bounded
imply that f, > —o0, and so, there exists a point z. € AN B such that

J(z) >0 and  f(z) < fi+ i.

By a standard argument, it is easy to find a point Z. € int (A, N B,) such that
J(Z) > —g and  f(Z) < f*+§.

Let

Uy :={ze€int(A.NB.): J(z) > —%}
Then zZ. € U;. We will now show that U; is an open set. Suppose on the contrary that
there exists a sequence {2} C int(A. N B,) such that 25 — Z € Uy and J(*) < —£. This

together with the lower semicontinuity of J (see Lemma 3.1) yields that

_g < J(%) < liminf J(%) < —g,

k—o00
which is a contradiction, and so, U; is a nonempty open set. Next, as f is continuous,

there exists p > 0 such that
f(z) < fe +€  whenever 2z € Uy:={z€int(A.NDB,):|z— Z| < p}.

Observe that n := p(U; NUy) > 0 because the set Uy NUs is open and nonempty (because
it contains the point Z.). Note from Lemma 3.4 that J;, — J for the L; (€2, y)-norm. Hence
Jy converges to J almost everywhere on Q. As u(2) < +o0, the classical Egorov’s theorem
(see, for example, [3, Theorem 2.5.3]) implies that there is a subsequence {k;}sen such
that J;, — J, p-almost uniformly on 2. Hence, there are some Borel set X C €2 and
integer /. € N such that

w(X) < g and Zil{lzl\bz |J(2) — Ji,(2)] < g for all ¢ > /..

In particular, as p(3) < 4 < p(Uy N Us), the set (U; N Us) \ ¥ is nonempty. Therefore,

Sk, 70,  Ji,(2) > —€, and  f(2) < fi +€,
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for all ¢ > /. and all z € (U; N Uy) \ ¥, which in turn implies val(P*) < f, + ¢, and
consequently, v* < f, + €, the desired result.

(ii) Recall from Lemma 3.4 that Ji(z) < J(z) for all £ € N and for all z € Q. Then,
by definition, val(P¥) > val(P,) for all k € N, which in turn implies v* > val(P,) for all
k € N. Note that v* is a non-increasing sequence which is bounded below, and so the

limit v, := limy,_,o, v* exists. Moreover, we have
ve > val(P,).

On the other hand, replacing (P) and (P.) by (P.) and (P._s), respectively, in Item (i),
it not hard to see that for every 6 € (0, €), there exists an integer ks > 0 such that for all
k > ks,

v* < val(P._5) + 6.
Therefore,
val(P.) < v, < lim val(FPs).
5—re~

To see the last assertion in Item (ii), we only need to notice from Lemma 3.3(i) that

€ — val(FP,) is continuous except finitely many points over (0, +00). O

Definition 3.1. For ¢, > 0, a point (z,7) € R® x R™ is called a d-solution of (P*) if
(z,7%) is feasible for (P*) and f(7,y) < val(P.) + 4.

We now establish the main theorem of this paper which is the convergence result of
Algorithm 3.1.

Theorem 3.1. Under the assumptions of Lemma 3.5, suppose that the function J: Q —
R is continuous. Then there exists €g > 0 such that limy_,o vf = val(P,) for all € €
(0,€0). Moreover, let vF := minj<;<; val(Pl) = val(Pi), and let (z*,y*) be a 1-solution
of Problem (P%). Then, {(z*,y*)} is a bounded sequence and any cluster point (Z,7) of

(2%, y*) is a global minimizer of Problem (P.) for all € € (0, ).

Proof. By Lemma 3.5(ii), there exists ¢y > 0 such that

lim v* = val(P,) forall e (0,¢).

k=00
Now, fix any € € (0,€). Let v := min<;<j, val(P!) = val(P#*), and let (2%, y*) be a -
solution of (P). Then, {(z*,y*)} C A.N B, which is a compact set, and so, without loss
of generality, we assume that there is a point (%, 9) € A, N B, such that (z*,y*) — (2,9)
as k — o0o. Note that J > J; on Q for all k € N and (2%, y*) is feasible for (Pi*). Then,
for each k € N,

J(Ikayk) > ']lk(xkayk) > —€.
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Passing to the limit and note from the assumption that .J is continuous, we have J(z, ) >

—e. So, (#,9) is feasible for (P.). Finally, since limy_,, v* = val(P,), we have

F(@.5) = Jim f(z*g) < Jim (ol + ) = val(P,),
—00

k—o00

where the inequality follows from the assumption that (z*,y*) is a +-solution of (Pi).

Thus, (z,7) is a global minimizer of (P.). O
The following example illustrates how to solve Problem (MPEC) with our method.

Example 3.2. Let us consider the following mathematical programming with equilibrium

constraints:
ogjere © Y
st (2,y) € A= {(z,y) € R*: —2® ((zy — 1)* +y*) > 0},
yeBx)={yecR:1—-2>>0, 1—-y* >0}, (Py)
xv? 03 xy? P
pla,y,v) = —- = 3 ( 3 ) 0,Yv € B(z)
A simple computation shows that B(x) = [—1, 1] and
J(z,y) = min p(z,y,v)
ve[—1,1]
22 3 .
[ Eed o @welaxin,
el if (zy)€[-1,3) x[-1,1].

Moreover, we can easily verify that the feasible set of Problem (P;) is {(0,1)}, and so,
the optimal solution of Problem (P;) is (0,1) and the optimal value is 1. Letting Q :=
[—1,1] x [-1,1], all the assumptions in Theorem 3.1 are satisfied.
For k = 3, using GloptiPoly 3 [15], we obtain a degree 2k(= 6) polynomial approxima-
tion of J(z,y), that is,
Js(z,y) = — 0.3338 + 0.50112 + 0.00982* — 0.00322° — 0.5zy* + 0.3333y°

—0.06962* — 0.10132° — 0.04322°.
Setting € = 0.0005 and solving the e-approximation of Problem (P;)
min x +
(z,y)€Q y
st.  —a? ((xy —1)%+ y4) > —€, 1 —1y* > —¢,
J3(I7y) Z —€,
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with GloptiPoly 3, we obtain the point (—0.0157,1.0000) with its associated function
value 0.9843, which are a good approximation of the optimal solution and optimal value

of Problem (P;), respectively.

Remark 3.4. It is worth emphasizing here that our method has an advantage over the
ones in [16, 23] in the sense that the assumptions concerning the interior of the feasible
sets in these papers are no longer necessary. Moreover, it is not hard to check that we can
solve the problems considered in these papers directly by using our method. We leave the

details to the reader.
We close this section with two illustrated examples for Remark 3.4.

Example 3.3. Let us consider the following bilevel optimization problem (cf. [16, Ex-

ample 4.8]):
ez T Y
st. —2? (¥ +(y—-1)72-1)>0, (Py)

2 3
yeY(x) ::argergin{%—;—ll:él—vzzO}.
Let K := {(z,y) e R?: —2? (2*+ (y—1)*— 1)} >0and F:={y e R:4—y* >0} =

[—2,2]. Then, a simple calculation shows that
KNRx F)={0} x [-2,00U{(z,y) € R? : 2" + (y — 1)* < 1},

and so, cl (int (K N (R x F))) # KN (R x F). This says that the assumption in [16] does
not hold for this problem, and so, it can not be solved this problem by the method in [16].
On the other hand, it is easy to check that

- 2 3 0 if xe(?,1
J(z) = min {ﬂ_v_}: if €31
ve[-22] | 8 24 z % if xel[-1,

win >~

).

Moreover, we can see that the solution set of the lower-level problem Y (x) is formulated

as

{0} if ze(31],
Y(z)=4¢ {0,2} if z=2,

(2} if wel-1,2)

This yields that the feasible set of Problem (P3) is {(0,2)}, and so, the optimal solution
of Problem (P5) is (0,2) and the optimal value is 2.
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Let © := [—1,1]. Then, for k = 3, using GloptiPoly 3 [15], we obtain a degree 2k(= 6)
polynomial approximation of J(x), that is,

Js(z) ~ —0.3338 + 0.5011z + 0.00982 — 0.00322> — 0.0696z"
—0.10122° — 0.043225.

Setting € = 0.001 and solving the e-approximation of Problem (Py)

min x4y

(z,y)€R?
st =2 (P4 (y—1)7—1) > —,
4 — y2 > —€,
2 3
Yy Yy
J I _
() ( 8 24) =76

with GloptiPoly 3, we obtain the point (—0.0039,1.9992) with its associated function
value 1.9953, which are a good approximation of the optimal solution and optimal value

of Problem (Ps), respectively.

Example 3.4. Consider the following semi-infinite optimization problem:

min Lo
(z1,22)€ER?
st —af (a7 4+ (12— 1) —1) >0, 4 — 23 >0, (Ps)

2220 vt — i+ 2y >0, Yo € [—1,1].

Let X = {(z1,72) e R?: =22 (23 + (22— 1)>—1) >0, 4 — 22 > 0} > 0. Then, as we

have already seen from Example 3.3,
X ={0} x [-2,0) U {(21,22) €ER? : 22 + (25 — 1)* < 1},

which is not the closure of an open set. It means that the assumption in [23, Theorem 3.4]
does not satisfy for this problem, and so, we may not solve this problem with the method,
which is described in [23].

A simple calculation gives us the function ®: R? — R,

(21, 79) = ®(21,29) = Uen[“j{ll] {—2z7v* +v* — 27 + 25}

= xy— a7 — ]

It is worth noting that the best known optimal solution of Problem (P3) is (0,0) and the

best known optimal value is 0.
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Let © := [—1,1] x [-2,2]. Then, for k£ = 2, using GloptiPoly 3 [15], we obtain a degree
2k(= 4) polynomial approximation of J(x1,z5), that is,

Do (1, 29) & g — mf — x‘ll,

which is a good approximation of ®(z1, z2).

Setting € = 0.0001 and solving the e-approximation of Problem (Pj)

min Ty
(xl,xg)e]RQ
s.t. —z} (2 + (12— 1) = 1) > —¢, 4— a3 > —¢,

Oy (21, 9) > —¢,

with GloptiPoly 3, we obtain the point (Z1, Z2) = (—0.0000, —0.0001) with its associated
function value —0.0001, which are a good approximation of the optimal solution and

optimal value of Problem (P3), respectively.

4. CONCLUSIONS

This paper studies how to solve a polynomial mathematical program with equilibrium
constraints. We have proposed a method for finding its global minimizers and global
minimum using a sequence of semidefinite programming relaxations and have proved the
convergence result for the method. It was different from the papers [16, 23] that we do not
make technical assumptions concerning the interior of the feasible sets. As a byproduct,
bilevel polynomial optimization problems and semi-infinite optimization problems, which
can be regarded as special cases of Problem (MPEC), were also solvable directly based

on our approach.

Acknowledgments. The authors would like to express their sincere thanks to Guoyin Li
for his warm help for the paper. The final version of this paper was completed while the
third author was visiting at the Vietnam Institute for Advanced Study in Mathematics
(VIASM) from January 1 to 31 March, 2019. He would like to thank the Institute for
hospitality and support.

REFERENCES

[1] M. Anitescu. Global convergence of an elastic mode approach for a class of mathe-
matical programs with complementarity constraints. SIAM Journal on Optimization,
16(1):120-145, 2005.

19



[2] M. Anitescu, P. Tseng, and S. J. Wright. Elastic-mode algorithms for mathematical
programs with equilibrium constraints: global convergence and stationarity proper-
ties. Mathematical Programming, 110(2):337-371, 2007.

[3] R. B. Ash. Real analysis and probability. Academic Press, Boston, 1972.

[4] A. Beck and A. Ben-Tal. Duality in robust optimization: primal worst equals dual
best. Operations Research Letters, 37(1):1-6, 2009.

[5] D. Bertsimas, O. Nohadani, and K. M. Teo. Robust optimization for unconstrained
simulation-based problems. Operations Research, 58(1):161-178, 2010.

[6] J. Bochnak, M. Coste, and M.-F. Roy. Real Algebraic Geometry. Springer, Berlin,
1998.

[7] V. DeMiguel, M. P. Friedlander, F. J. Nogales, and S. Scholtes. A two-sided relaxation
scheme for mathematical programs with equilibrium constraints. SIAM Journal on
Optimization, 16(2):587-609, 2005.

[8] S. Dempe and A. B. Zemkoho. KKT reformulation and necessary conditions for
optimality in nonsmooth bilevel optimization. SIAM Journal on Optimization,
24(4):1639-1669, 2014.

[9] F. Facchinei, H. Jiang, and L. Qi. A smoothing method for mathematical programs
with equilibrium constraints. Mathematical Programming, 85(1):107-134, 1999.

[10] F. Facchinei and J.-S. Pang. Finite-Dimensional Variational Inequalities and Com-
plementarity Problems, volume I & II. Springer-Verlag, New York, 2003.

[11] R. Fletcher, S. Leyffer, D. Ralph, and S. Scholtes. Local convergence of SQP methods
for mathematical programs with equilibrium constraints. SIAM Journal on Optimiza-
tion, 17(1):259-286, 2006.

[12] M. Gaudioso, G. Giallombardo, and G. Miglionico. An incremental method for solving
convex finite min-max problems. Mathematics of Operations Research, 31(1):173-187,
2006.

[13] H. V. Ha and T. S. Pham. Genericity in Polynomial Optimization. World Scientific
Publishing, 2017.

[14] P. T. Harker and J.-S. Pang. Existence of optimal solutions to mathematical programs
with equilibrium constraints. Operations Research Letters, 7(2):61-64, 1988.

[15] D. Henrion, J. B. Lasserre, and J. Loefberg. Gloptipoly 3: moments, optimization
and semidefinite programming. Optimization Methods and Software, 24(4-5):761—
779, 2009.

[16] V. Jeyakumar, J. B. Lasserre, G. Li, and T. S. Pham. Convergent semidefinite
programming relaxations for global bilevel polynomial optimization problems. SIAM
Journal on Optimization, 26(1):753-780, 2016.

20



[17] S. H. Jiang, J. Zhang, C. H. Chen, and G. H. Lin. Smoothing partial exact penalty
splitting method for mathematical programs with equilibrium constraints. Journal
of Global Optimization, 70(1):223-236, 2018.

[18] H. T. Jongen and V. Shikhman. Generalized semi-infinite programming: the non-
smooth symmetric reduction ansatz. SIAM Journal on Optimization, 21(1):193-211,
2011.

[19] J. B. Lasserre. Global optimization with polynomials and the problem of moments.
SIAM Journal on Optimization, 11(3):796-817, 2001.

[20] J. B. Lasserre. A “joint+marginal” approach to parametric polynomial optimization.
SIAM Journal on Optimization, 20(4):1995-2022, 2010.

[21] J. B. Lasserre. Moments, Positive Polynomials and Their Applications. Imperial
College Press, London, 2010.

[22] J. B. Lasserre. Min-max and robust polynomial optimization. Journal of Global
Optimization, 51(1):1-10, 2011.

[23] J. B. Lasserre. An algorithm for semi-infinite polynomial optimization. TOP,
20(1):119-129, 2012.

[24] G.-H. Lin, M. Xu, and J. J. Ye. On solving simple bilevel programs with a nonconvex
lower level program. Mathematical Programming, 144(1-2):277-305, 2014.

[25] X. Liu and J. Sun. Generalized stationary points and an interior-point method for
mathematical programs with equilibrium constraints. Mathematical Programming,
101(1):231-261, 2004.

[26] Y. Lucet and J. J. Ye. Erratum: Sensitivity analysis of the value function for opti-
mization problems with variational inequality constraints. SIAM Journal on Control
and Optimization, 41(4):1315-1319, 2002.

[27] Z. Q. Luo, J.-S. Pang, and D. Ralph. Mathematical Programs with Equilibrium
Constraints. Cambridge University Press, Cambridge, 1996.

[28] J. Nie, L. Wang, and J. J. Ye. Bilevel polynomial programs and semidefinite relaxation
methods. SIAM Journal on Optimization, 27(3):1728-1757, 2017.

[29] J. V. Outrata, M. Kocvara, and J. Zowe. Nonsmooth Approach to Optimization
Problems with Equilibrium Constraints: Theory, Applications and Numerical Results.
KluwerAcademic Publishers, Boston, 1998.

[30] P. A. Parrilo. Semidefinite programming relaxations for semialgebraic problems.
Mathematical Programming, 96(2):293-320, 2003.

[31] K. Schmiidgen. The K-moment problem for compact semi-algebraic sets. Mathema-
tische Annalen, 289(2):203-206, 1991.

21



[32] S. Scholtes and M. Stéhr. Exact penalization of mathematical programs with equilib-
rium constraints. SIAM Journal on Control and Optimization, 37(2):617-652, 1999.

[33] S. Steffensen and M. Ulbrich. A new relaxation scheme for mathematical programs
with equilibrium constraints. SIAM Journal on Optimization, 20(5):2504-2539, 2010.

[34] O. Stein. First-order optimality conditions for degenerate index sets in generalized
semi-infinite optimization. Mathematics of Operations Research, 26(3):565-582, 2001.

[35] L. Vandenberghe and S. Boyd. Semidefinite programming. SIAM Review, 38(1):49—
95, 1996.

[36] J. J. Ye. Constraint qualifications and necessary optimality conditions for optimiza-
tion problems with variational inequality constraints. SIAM Journal on Optimization,
10(4):943-962, 2000.

(Liguo Jiao) FINANCE-FISHERY-MANUFACTURE INDUSTRIAL MATHEMATICS CENTER ON BIG DATA,
PusAN NATIONAL UNIVERSITY, BUSAN 46241, REPUBLIC OF KOREA

F-mail address: hanchezi@163.com

(Jae Hyoung Lee) DEPARTMENT OF APPLIED MATHEMATICS, PUKYONG NATIONAL UNIVERSITY,
BusaN 48513, REPUBLIC OF KOREA

FE-mail address: mc7558@naver . com

(Tién-Son Pham) DEPARTMENT OF MATHEMATICS, UNIVERSITY OF DALAT, 1 PHU DONG THIEN
VUONG, DALAT, VIETNAM

E-mail address: sonpt@dlu.edu.vn

22



