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Lecture 1: Learning, machine learning
and artificial intelligent.

1. What are learning, deductive learning and
machine learning.

2. History of machine learning and artificial
intelligence.

3. Current tasks and main type of machine
learning.

4. Basic questions in mathematical founda-
tion of machine learning.



1. What are learning, deductive learning

and machine learning?

(a) Small children learn to speak by observ-

ing, repeating and mimicking adults’ phrases.

Their way of learning is inductive learning.

(b) In school we learn mathematics, physics,

biology, chemistry by following the instruc-

tions of our teachers and those in textbooks.

We learn general rules and apply them to

particular cases. This type of learning is de-

ductive learning.



(c) Experimental physicists design experiments

and observe the outcomes of the experiments

to validate or dispute a conjecture on the na-

ture of the observables. This type of learning

is inductive learning.

• A learning is a process of gaining new knowl-

edge by examination of empirical data of the

observables. A learning is successful if the

knowledge can be tested in examination of

new data. A machine learning is an autom-

atized process of learning.



Definition (Russell and Norvig - Artificial In-

telligence - A modern Approach) An agent

(human, robot, machine) is learning if it im-

proves its performance on future tasks after

making observations about the world.

Mathematical definition (Vapnik) Learning

is a problem of function estimation on the

basis of empirical data.

In mathematical language experience is em-

pirical data and knowledge is function esti-

mation.



• A classical example of learning is that of

learning a physical law by curve fitting to

data. Assuming the law, an unknown func-

tion f : R→ R, has a specific form and that

the space of all functions having this form

can be parameterized by N real numbers.

For instance, if f is assumed to be a poly-

nomial of degree d, then N = d+ 1 and the

parameters are the coefficients w0, · · · , wd of

f . In this case, finding the best fit by the

least squares method estimates the unknown

f from a set of pairs (x1, y1), · · · , (xm, ym).



One computes the vector of coefficients w

such that the value

m∑
i=1

(fw(xi)− yi)2 with fw(x) =
d∑

j=0

wjx
j

is minimized where, typically m > N . If the

measurements generating this set were ex-

act, then f(xi) would be equal to yi. But in

general one expects the values yi to be af-

fected by noise. The least square technique,

going back to Gauss and Legendre, which is

computational efficient and relies on numer-

ical linear algebra.



The least-squares method is usually cred-
ited to Carl Friedrich Gauss (1809), but it
was first published by Adrien-Marie Legen-
dre (1805).



2 History of machine learning and artifi-
cial intelligence

• 1945 Vannevar Bush proposed in “As We
May Think” published in “The Atlantic”, a
system which amplifies peoples own knowl-
edge and understanding. Bush’s memex was
based on what was thought, at the time, to
be advanced technology of the future: ultra
high resolution microfilm reels, coupled to
multiple screen viewers and cameras, by elec-
tromechanical controls. Through this ma-
chine, Bush hoped to transform an informa-
tion explosion into a knowledge explosion.



• 1948 John von Neumann suggested that

machine can do any thing that peoples are

able to do.



• 1950 Alan Turing asked Can machines think?

in “Computing Machine and Intelligence” and

proposed the famous Turing test. The Tur-

ing is carried out as imitation game. On

one side of a computer screen sits a human

judge, whose job is to chat to an unknown

gamer on the other side. Most of those

gamers will be humans; one will be a chat-

bot with the purpose of tricking the judge

into thinking that it is the real human.



Alan Turing (1912-1950)



• 1956 John McCarthy coined the term arti-

ficial intelligence.

• 1959, Arthur Samuel, the American pio-

neer in the field of computer gaming and

artificial intelligence, defined machine learn-

ing as a field of study that gives computers

the ability to learn without being explicitly

programmed. The Samuel Checkers-playing

Program appears to be the world’s first self-

learning program, and as such a very early

demonstration of the fundamental concept

of artificial intelligence (AI).



However, an increasing emphasis on the logi-
cal, knowledge-based approach caused a rift
between AI and machine learning. Proba-
bilistic systems were plagued by theoretical
and practical problems of data acquisition
and representation, which were unsolvable
because of small capacity of hardware mem-
ory and slow speed of computers that time.
By 1980, expert systems had come to domi-
nate AI, and statistics was out of favor. Ex-
pert system uses the idea that “intelligent
systems derive their power from the knowl-
edge they possess rather than from the spe-
cific formalisms and inference schemes ”.



Work on symbolic based learning did con-

tinue within AI, leading to inductive logic

programming. Neural networks research had

been abandoned by AI and computer science

around the same time. Their main success

came in the mid-1980s with the reinvention

of a algorithm in neural network which was

able thanks to increasing speed of computers

and increasing hardware memory.



Machine learning, reorganized as a separate
field, started to flourish in the 1990s.

• AI ; ML: tackling solvable problems of a
practical nature.

• Methods and models borrowed from statis-
tics and probability theory. Laplacian de-
terminism ; probabilistic modeling of ran-
dom observables - new paradigm shift in sci-
ences.

• The current trend is benefited from Inter-
net.



In the book by Russel and Norvig “Artificial

Intelligence a modern Approach” (2010) AI

encompass the following domains:

- natural language processing,

- knowledge representation,

- automated reasoning to use the stored in-

formation to answer questions and to draw

new conclusions;

- machine learning to adapt to new circum-

stances and to detect and extrapolate pat-

terns,

- computer vision to perceive objects,

- robotics.



All the listed above domains of artificial intel-

ligence except knowledge representation and

robotics are now considered domains of ma-

chine learning. Pattern detection and recog-

nition were and are still considered to be do-

main of data mining but they become more

and more part of machine learning. Thus AI

= knowledge representation + ML + robotics.

• representation learning, a new word for

knowledge representation but with a differ-

ent flavor, is a part of ML.



• Robotics = ML + hardware.

Why did such a move from artificial intelli-

gence to machine learning happen?

The answer is that we are able to formal-

ize most concepts and model problem of ar-

tificial intelligence using mathematical lan-

guage and represent as well as unify them in

such a way that we can apply mathematical

methods to solve many problems in terms

of algorithms that machine are able to per-

form.



3. Current tasks and types of ML.

Main tasks

• Classification task assigns a category to

each item. For example, document classifi-

cation may assign items with categories such

as politics, email spam, sports, or weather,

image classification may assign items with

landscape, portrait, or animal. A classifica-

tion task is a construction of a function on

the set of items that takes value in a count-

able set of categories.



• As we have remarked in the mathemati-

cal example of learning (p. 6) usually we

have ambiguous/incorrect measurement and

we have to add a “noise” to our measure-

ment. If every thing would be exact, the

classification task is the classical interpola-

tion function problem in mathematics. In

real life and for machine learning we need

to model the noise using probability theory.

Therefore machine learning is based on sta-

tistical learning theory, which we shall learn

in tomorrow lecture.



• Regression task predicts a real value for

each item. Examples of regression tasks in-

clude prediction of stock values or variations

of economic variables. In this problem, the

penalty for an incorrect prediction depends

on the magnitude of the distance between

the true and predicted values, in contrast

with the classification problem, where there

is typically no notion of closeness between

various categories. A regression task is a

(construction of a) function, on the set of

items that takes value in R, taking into ac-

count a “noise” from incorrect measurement.



The term regression was coined by Francis

Galton in the 19 century to describe a biolog-

ical phenomenon that the heights of descen-

dants of tall ancestors tend to regress down

towards a normal average (a phenomenon

also known as regression toward the mean

of population). For Galton, regression had

only this biological meaning, but his work

was later extended to a more general statis-

tical context. Galton method of investiga-

tion is non-standard at that time: first he

collected the data, then he guessed the re-

lationship model of the events.



• Density estimation task finds the distri-

bution of inputs in some distribution space.

Karl Pearson (1857-1936) proposed that all

observations come from some probability dis-

tribution and the purpose of sciences is to es-

timate the parameter of these distributions.

Density estimation problem has been pro-

posed by Ronald Fisher (1980-1962) as a

key element of his simplification of statisti-

cal theory, namely he assumed the existence

of a density function p(ξ) that defines the

randomness (noise) of a problem of inter-

est.



The measure ν is called dominated by µ (or
absolutely continuous with respect to µ), if
ν(A) = 0 for every set A with µ(A) = 0.
Notation: ν << µ. By Radon-Nykodym the-
orem, we can write

ν = f · µ
and f is the density function of ν w.r.t. µ.

For example, the Gaussian distribution on
the real line is dominated by the canonical
measure dx and we express the standard nor-
mal distribution in terms of its density

f(x) =
1√
2π

exp(−
1

2
x2).



The classical problem of density estimation

is formulated as follows. Let a statistical

model A be a class of densities subjected to

a given dominant measure. Let the unknown

density p(x, ξ), where ξ ∈ A. The problem

is to estimate the parameter ξ using i.i.d.

data X1, · · · , Xl distributed according to this

unknown density p(x, ξ).



Karl Pearson (1857-1936) Ronald Fisher (1890-1962)



• Ranking task orders items according to

some criterion. Web search, e.g., returning

web pages relevant to a search query, is the

canonical ranking example. If the number

of ranking is finite, then this task is close to

the classification problem, but not the same,

since in the ranking task we need to specify

each rank during the task and not before the

task as in the classification problem.



• Clustering task partitions items into (ho-

mogeneous) regions. Clustering is often per-

formed to analyze very large data sets. Clus-

tering is one of the most widely used tech-

niques for exploratory data analysis. For ex-

ample, computational biologists cluster genes

on the basis of similarities in their expression

in different experiments; retailers cluster cus-

tomers, on the basis of their customer pro-

files, for the purpose of targeted marketing;

and astronomers cluster stars on the basis of

their spacial proximity.



• Dimensionality reduction or manifold learn-

ing transforms an initial representation of

items in high dimensional space into a space

of lower dimension while preserving some prop-

erties of the initial representation. A com-

mon example involves pre-processing digital

images in computer vision tasks. We can re-

gard clustering as dimension reduction too.



Main types of ML

The type of ML is defined by the type of

interaction between the learner and the en-

vironment: the type of training data, i.e.,

the data available to the learner before mak-

ing decision and prediction; and the type of

the test data that are used to evaluate and

apply the learning algorithm.

Main types of ML are supervised, unsuper-

vised and reinforcement learning.



• In supervised learning a learning machine is

a device that receives labeled training data,

i.e, the pair of a known instance and its

feature, also called label. In computer sci-

ences language, a known instance is an in-

put and and its feature is the output of a

program that predicts the label for unseen

instances. Examples of sets of labeled data

are emails that are labeled “spam” or “no

spam” and medical histories that are labeled

with the occurrence or absence of a certain

disease.



• Most of classification and regression prob-
lems of machine learning belong to super-
vised learning.

• In unsupervised learning there is no ad-
ditional label attached to the data and the
task is to describe structure of data. Since
the examples (the avalable data) given to the
learning algorithm are unlabeled, there is no
straightforward way to evaluate the accuracy
of the structure that is produced by the al-
gorithm. Density estimation, clustering and
dimensionality reduction are examples of un-
supervised learning problems.



Most important applications of unsupervised

learning are finding association rules that are

important in market analysis, banking secu-

rity and consists of important part of pattern

recognition, which is important for under-

stand advanced AI.

At the current time, unsupervised learning is

primarily descriptive and experimental whereas

supervised learning is more predictive (and

has deeper theoretical foundation).



• Reinforcement learning is the type of ma-

chine learning where a learner actively inter-

acts with the environment to achieve a cer-

tain goal. More precisely, the learner collects

information through a course of actions by

interacting with the environment. This ac-

tive interaction justifies the terminology of

an agent used to refer to the learner. The

achievement of the agent’s goal is typically

measured by the reward he receives from the

environment and which he seeks to maxi-

mize. For examples, reinforcement learning

is used in self-driving car.



Reinforcement learning is aimed at acquiring

the generalization ability in the same way as

supervised learning, but the supervisor does

not directly give answers to the students ques-

tions. Instead, the supervisor evaluates the

students behavior and gives feedback about

it.



Basic questions in mathematical founda-

tions of ML

A learning is a process of gaining knowledge

on a feature of observables by examination

of partially available data. The learning is

successful if we can make a “good” predic-

tion on unseen data, which improves when

we have more data.



Mathematical foundations of machine learn-

ing aim to answer the following questions

How and why do machine learn successfully?

1. What is the mathematical model of learn-

ing?

To answer Question 1 we need to specify

our definition of learning in a mathematical

language which can be used to build instruc-

tions for machines.



2. How to quantify the difficulty/complexity

of a learning problem?

The difficulty of a problem shall be defined

in terms of complexity: time complexity to

solve a problem, resource complexity of a

problem to have enough data/space/energy

to solve a problem. If the complexity of a

problem is very large then we cannot not

learn it. So Question 2 contains the sub-

question why can we learn a problem?



3. How to choose a learning algorithm?

Clearly we want to have the best learning al-

gorithm, once we know a model of a machine

learning which contains all possible learning

algorithms. To answer Question 3 we need

to measure success of a learning algorithm/a

learning machine, e.g. we quantify the suc-

cess in the rate/number of mistakes, which

can be linked to the complexity of a learning

problem. Thus Question 3 is related to the

first and second Question.



4. Is there a mathematical theory underlying

intelligence?

I shall discuss the last Question in the last

lecture.

Future of machine learning and AI

Nowadays many machine learning systems

can automate things that humans do well.

Examples include image recognition, speech

recognition, and email spam classification which

are mostly supervised learning.



We are now surpassing human-level perfor-

mance on more and more of the tasks where

we can get easily labeled training data. Un-

supervised learning currently is mostly exper-

imental, since we cannot quantify the notion

of success for unsupervised learning, e.g. for

clustering. For example, it is not clear what

is the “correct” clustering for given data or

how to evaluate a proposed clustering. If we

can quantify the “success” in an unsuper-

vised learning problem then we can make a

mathematical model for this problem.



Conclusion Machine learning is automatized
learning, whose performance is improves with
increasing volume of empirical data. Ma-
chine learning uses mathematical statistics
to model incomplete information and the ran-
dom nature of the observed data. Machine
learning is the core part of artificial intel-
ligence. Machine learning is very success-
ful experimentally and there are many open
questions concerning its mathematical foun-
dations. Mathematical foundations of ma-
chine learning is important for building gen-
eral purpose artificial intelligence, also called
AGI, or UAI.
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