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Schedule

1. 22.11.2017, 09.00-11.30: Phase space analysis for classical damped wave models
Content: First we derive representations of solutions by using Fourier multipliers.
This allows to discuss decay behavior and decay rate of the wave type energy. Moreover,
we explain the influence of additional regularity in the data. One of the most important
properties is described by the so-called diffusion phenomenon for damped wave models.
We explain this phenomenon. Some conclusions complete the first part of lectures.

2. 24.11.2017, 09.00-11.30: Semilinear classical damped wave models
Content: We begin with explanations of the Fujita exponent as the critical exponent
in semilinear heat models. Then we show that this exponent is critical in semilinear
classical damped wave models with power nonlinearity, too. Stability of the zero solu-
tion is proved by using decay estimates for solutions to parameter-dependent Cauchy
problems, Duhamel’s principle and a fixed point argument. The optimality of the crit-
ical exponent is proved by applying the test function method. This implies blow-up
(in finite time) of weak solutions even for small data.

3. 30.11.2017, 09.00-11.30: Fujita via Strauss - a never ending story
Content: First we recall the story of the Strauss exponent appearing as the critical
exponent in semilinear wave models. We introduce Kato’s lemma as an important tool
to prove blow-up results. Finally, we introduce recent results for some semilinear wave
models with power nonlinearity and with scale invariant mass and dissipation. These
models are taken from a grey zone, where an interaction of Fujita and Strauss critical
exponents appears.
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1 The classical damped wave model

First of all we mention that solutions to classical damped wave equations have qualitative
properties as existence of a forward wave front, finite propagation speed of perturbations or
existence of a domain of dependence.

1.1 Representation of solutions by using Fourier multipliers

Let us turn to the Cauchy problem

utt −∆u+ ut = 0, u(0, x) = ϕ(x), ut(0, x) = ψ(x).

Step 1 Transformation of the dissipation term into a mass term

We introduce a new function w = w(t, x) by w(t, x) := e
1
2
tu(t, x). Then w satisfies the

Cauchy problem

wtt −∆w − 1

4
w = 0, w(0, x) = ϕ(x), wt(0, x) =

1

2
ϕ(x) + ψ(x).

In opposite to the Klein-Gordon equation now appears a negative mass term. This negative
mass needs some special considerations.

Step 2 Application of partial Fourier transformation

The application of partial Fourier transformation gives the following ordinary differential
equation for v = v(t, ξ) = Fx→ξ(w(t, x))(t, ξ):

vtt +
(
|ξ|2 − 1

4

)
v = 0, v(0, ξ) = v0(ξ) := F (ϕ)(ξ),

vt(0, ξ) = v1(ξ) :=
1

2
F (ϕ)(ξ) + F (ψ)(ξ).

We make a distinction of cases for {ξ ∈ Rn : |ξ| > 1
2
} (the coefficient |ξ|2− 1

4
is positive) and

for {ξ ∈ Rn : |ξ| < 1
2
} (the coefficient |ξ|2 − 1

4
is negative).

Case 1 {ξ : |ξ| > 1
2
}

Using |ξ|2 > 1
4

we define a new positive variable |η| by |η|2 := |ξ|2 − 1
4
> 0. So we get

the ordinary differential equation vtt + |η|2v = 0. We obtain immediately the following
representation of solution v(t, ξ):

v(t, ξ) = cos
(√
|ξ|2 − 1

4
t
)
v0(ξ) +

sin
(√
|ξ|2 − 1

4
t
)

√
|ξ|2 − 1

4

v1(ξ).

Case 2 {ξ : |ξ| < 1
2
}
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The solution to the transformed differential equation is

v(t, ξ) =
(v0(ξ)

2
− v1(ξ)√

1− 4|ξ|2
)
e−

1
2

√
1−4|ξ|2 t

+
(v0(ξ)

2
+

v1(ξ)√
1− 4|ξ|2

)
e

1
2

√
1−4|ξ|2 t

= v0(ξ) cosh
(1

2

√
1− 4|ξ|2 t

)
+

2v1(ξ)√
1− 4|ξ|2

sinh
(1

2

√
1− 4|ξ|2 t

)
.

If we consider the Cauchy problem

utt −∆u+ ut = 0, u(0, x) = ϕ(x), ut(0, x) = ψ(x)

with data ϕ ∈ Hs(Rn) and ψ ∈ Hs−1(Rn), then we conclude from the above representations
of solutions the next result after taking into consideration that only the behavior for large
frequencies is important for the regularity of solutions.

Theorem 1.1. Let the data ϕ ∈ Hs(Rn) and ψ ∈ Hs−1(Rn), s ∈ R1, n ≥ 1 be given in the
Cauchy problem

utt −∆u+ ut = 0, u(0, x) = ϕ(x), ut(0, x) = ψ(x).

Then there exists for all T > 0 a uniquely determined (in general) distributional solution

u ∈ C
(
[0, T ], Hs(Rn)

)
∩ C1

(
[0, T ], Hs−1(Rn)

)
.

We have the a priori estimate

‖u(t, ·)‖Hs + ‖ut(t, ·)‖Hs−1 ≤ C(T )
(
‖ϕ‖Hs + ‖ψ‖Hs−1

)
.

Finally, the solution depends continuously on the data.

Let us discuss how to prove this theorem.

Remark 1.1. The statements of Theorem 1.1 are true for the solutions to the Cauchy
problem

utt −∆u = 0, u(0, x) = ϕ(x), ut(0, x) = ψ(x).

Consequently, the dissipation term has no influence on the regularity of solutions. Dissipation
terms have an essential influence on energy estimates, they produce a decay of the energy.
This will be explained in the next section.
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1.2 Decay behavior and decay rate of the wave energy

We know that the wave energy

EW (u)(t) =
1

2

∫
Rn

(
|ut(t, x)|2 + |∇u(t, x)|2

)
dx

of Sobolev solutions to the Cauchy problem

utt −∆u+ ut = 0, u(0, x) = ϕ(x), ut(0, x) = ψ(x)

is a decreasing function if EW (u)(0) is finite. This follows from differentiation of the energy
EW (u)(t) with respect to t and integration by parts. We assume that all these steps can be
carried out, that is, the data are supposed to be smooth enough (it is sufficient to assume
for our purpose that the data (ϕ, ψ) belong to the so-called energy space H1(Rn)×L2(Rn)).
Then, we derive

E ′W (u)(t) =
1

2

∫
Rn

(
2ututt + 2∇u · ∇ut

)
dx

=

∫
Rn

(
ut(∆u− ut) +∇u · ∇ut

)
dx =

∫
Rn
−ut(t, x)2dx ≤ 0.

Thus, the energy is decreasing for increasing t. We can not expect energy conservation. This
seems to be no surprise because of the damping term. It arises the question for the behavior
of the energy for t → ∞. Of special interest is the question whether the energy EW (u)(t)
tends to 0 for t→∞. Such a behavior is called decay.
Applying phase space analysis allows to verify that the energy EW (u)(t) is even decaying
for t → ∞. We are able to derive for EW (u)(t) an optimal decay behavior with an optimal
decay rate.

Theorem 1.2. The solution to the Cauchy problem

utt −∆u+ ut = 0, u(0, x) = ϕ(x), ut(0, x) = ψ(x)

with data ϕ ∈ H1(Rn) and ψ ∈ L2(Rn) satisfies the following estimates for t ≥ 0:

‖u(t, ·)‖L2 ≤ C
(
‖ϕ‖L2 + ‖ψ‖H−1

)
,

‖∇u(t, ·)‖L2 ≤ C(1 + t)−
1
2

(
‖ϕ‖H1 + ‖ψ‖L2

)
,

‖ut(t, ·)‖L2 ≤ C(1 + t)−1
(
‖ϕ‖H1 + ‖ψ‖L2

)
.

Consequently, the wave energy satisfies the estimate

EW (u)(t) ≤ C(1 + t)−1
(
‖ϕ‖2

H1 + ‖ψ‖2
L2

)
.
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Remark 1.2. We see that the kinetic energy decays faster than the elastic energy. To get
these estimates we suppose for the data (ϕ, ψ) the regularity H1(Rn) × L2(Rn) which is
stronger than the regularity Ḣ1(Rn) × L2(Rn). The last regularity guarantees for a Sobolev
solution to become an energy solution. Try to understand what kind of estimates we would
have in the case of data to belong to Ḣ1(Rn)× L2(Rn). In which step of the following proof
do we use the assumption ϕ ∈ L2(Rn)?

Proof. Step 1 Transformation of the energy in the phase space

Let û be the Fourier transform of u, that is, û(t, ξ) = Fx→ξ(u(t, x))(t, ξ). We transfer the
energy in the phase space as follows:

EW (u)(t) =
1

2

(
‖∇u(t, ·)‖2

L2 + ‖ut(t, ·)‖2
L2

)
=

1

2

(
‖|ξ|û(t, ·)‖2

L2 + ‖ût(t, ·)‖2
L2

)
.

Here we applied the formula of Parseval-Plancherel. After introducing u(t, x) = e−
1
2
tw(t, x)

and v(t, ξ) = Fx→ξ(w)(t, ξ) it follows û(t, ξ) = e−
1
2
tv(t, ξ). For the elastic energy we will use

|ξ|û(t, ξ) = e−
1
2
t |ξ|v(t, ξ),

for the kinetic energy we will use

ût(t, ξ) = e−
1
2
t
(
vt(t, ξ) −

1

2
v(t, ξ)

)
.

Step 2 Estimate of the solution itself

We will divide the phase space Rn
ξ into several regions.

Case 1 {ξ : |ξ| ≥ 1}
The representation of solution yields

|û(t, ξ)| ≤ Ce−
t
2

(
|v0(ξ)|+ |v1(ξ)|

|ξ|

)
.

Case 2 {ξ : |ξ| ∈ (1
4
, 1)}

The representation of solution yields

|û(t, ξ)| ≤ Ce−δt
(
|v0(ξ)|+ |v1(ξ)|

)
with a suitable positive constant δ.

Case 3 {ξ : |ξ| ≤ 1
4
}

The representation of solution yields

|û(t, ξ)| ≤ C
(
|v0(ξ)|+ |v1(ξ)|

)
.
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Summarizing we conclude the first estimate.

Step 3 Estimate of the elastic energy

We will divide the phase space Rn
ξ into several regions already motivated in Section 1.1 (cf.

with Cases 1 and 2 there). We shall use the notations from the previous section.

Case 1 {ξ : |ξ| > 1
2
}

First we notice

|ξ|û(t, ξ) = e−
1
2
t
(

cos
(√
|ξ|2 − 1

4
t
)
|ξ|v0(ξ) + t

sin
(√
|ξ|2 − 1

4
t
)

√
|ξ|2 − 1

4
t

|ξ|v1(ξ)
)
.

By using the formula of Parseval-Plancherel this helps us to estimate the elastic energy
‖∇u(t, ·)‖2

L2 . We have

‖|ξ|û(t, ξ)‖2
L2{|ξ|> 1

2
} =

∫
|ξ|> 1

2

|ξ|2|û(t, ξ)|2 dξ ≤ 2
(∫
|ξ|> 1

2

e−t|ξ|2|v0(ξ)|2 dξ

+

∫
1
2
<|ξ|≤1

sin2
(√
|ξ|2 − 1

4
t
)

(√
|ξ|2 − 1

4
t
)2︸ ︷︷ ︸

sin2 α
α2
≤C

t2e−t|ξ|2|v1(ξ)|2 dξ

+

∫
|ξ|>1

1

|ξ|2 − 1
4

|ξ|2︸ ︷︷ ︸
≤C

e−t|v1(ξ)|2 dξ
)

≤ 2e−t
∫
Rn
|ξ|2|v0(ξ)|2 dξ + Ct2e−t

∫
Rn
|v1(ξ)|2 dξ + Ce−t

∫
Rn
|v1(ξ)|2 dξ.

Summarizing we obtain an exponential decay for large frequencies. It holds∫
|ξ|> 1

2

|ξ|2|û(t, ξ)|2 dξ ≤ Ct2e−t
∫
Rn

(
|ξ|2|v0(ξ)|2 + |v1(ξ)|2

)
dξ.

We need the regularity Ḣ1(Rn)× L2(Rn) for the data (ϕ, ψ).

Case 2 {ξ : |ξ| < 1
2
}

6



To estimate the elastic energy we use

|ξ|û(t, ξ) = |ξ|e−
1
2
t
((v0(ξ)

2
− v1(ξ)√

1− 4|ξ|2
)
e−

1
2

√
1−4|ξ|2 t

+
(v0(ξ)

2
+

v1(ξ)√
1− 4|ξ|2

)
e

1
2

√
1−4|ξ|2 t

)
= v0(ξ)|ξ| cosh

(1

2

√
1− 4|ξ|2 t

)
e−

1
2
t

+
2v1(ξ)|ξ|√
1− 4|ξ|2

sinh
(1

2

√
1− 4|ξ|2 t

)
e−

1
2
t.

We divide the interval (0, 1
2
) for |ξ| in two subintervals.

Case 2a {ξ : |ξ| ∈ [1
4
, 1

2
)}:

Here we estimate as follows:

|ξ||û(t, ξ)| =
∣∣∣ v0(ξ)|ξ| cosh

(1

2

√
1− 4|ξ|2 t

)
︸ ︷︷ ︸

≤ cosh(
√
3

4
t)

e−
1
2
t

+
sinh

(
1
2

√
1− 4|ξ|2 t

)
1
2

√
1− 4|ξ|2 t

t︸ ︷︷ ︸
≤Ct cosh(

√
3
4
t)

v1(ξ)|ξ|e−
1
2
t
∣∣∣

≤
∣∣∣ v0(ξ)|ξ| cosh

(√3

4
t
)
e−

1
2
t︸ ︷︷ ︸

≤ e−δt, δ>0

+ C v1(ξ)|ξ|︸ ︷︷ ︸
≤ |v1(ξ)|

cosh
(√3

4
t
)
te−

1
2
t︸ ︷︷ ︸

≤ e−δt, δ>0

∣∣∣,
and obtain with a suitable positive constant δ the estimate∫

1
4
≤|ξ|< 1

2

|ξ|2|û(t, ξ)|2 dξ ≤ Ce−δt
∫
Rn

(
|ξ|2|v0(ξ)|2 + |v1(ξ)|2

)
dξ.

Here we get an exponential decay and use again the regularity Ḣ1(Rn)×L2(Rn) of the data
(ϕ, ψ).

Case 2b {ξ : |ξ| ∈ (0, 1
4
)}:

By using the property

√
x+ y ≤

√
x+

y

2
√
x

for any x > 0 and y ≥ −x

it follows the inequality

−4|ξ|2 ≤ −1 +
√

1− 4|ξ|2 ≤ −2|ξ|2 for |ξ| < 1

2
.
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With this inequality we proceed as follows:∫
|ξ|< 1

4

|ξ|2|û(t, ξ)|2 dξ

≤
∫
|ξ|< 1

4

(
|v0(ξ)|2|ξ|2 + |v1(ξ)|2|ξ|2

)(
e−t−
√

1−4|ξ|2 t︸ ︷︷ ︸
≤ e−t

+ e−t+
√

1−4|ξ|2 t︸ ︷︷ ︸
≤ e−2|ξ|2t

)
dξ

≤ Ce−t
∫
|ξ|< 1

4

(
|v0(ξ)|2|ξ|2 + |v1(ξ)|2|ξ|2

)
dξ

+ C

∫
|ξ|< 1

4

(
|v0(ξ)|2 + |v1(ξ)|2

)
|ξ|2e−2|ξ|2t dξ.

For t ≥ 1, we may estimate the second term on the right-hand side of the last inequality by

C

∫
|ξ|< 1

4

(
|v0(ξ)|2 + |v1(ξ)|2

)
|ξ|2e−2|ξ|2t dξ

≤ C sup
|ξ|< 1

4
, t≥1

t|ξ|2

t
e−2|ξ|2t

∫
Rn

(
|v0(ξ)|2 + |v1(ξ)|2

)
dξ

≤ C
1

t
sup

|ξ|< 1
4
, t≥1

t|ξ|2e−2|ξ|2t

︸ ︷︷ ︸
≤C

∫
Rn

(
|v0(ξ)|2 + |v1(ξ)|2

)
dξ.

For t ∈ [0, 1] we use |ξ|2e−2|ξ|2t ≤ C. Summarizing we have shown for small frequencies∫
|ξ|< 1

4

|ξ|2|û(t, ξ)|2 dξ ≤ C(1 + t)−1

∫
Rn

(
|v0(ξ)|2 + |v1(ξ)|2

)
dξ.

In this case we need the regularity L2(Rn)× L2(Rn) for the data (ϕ, ψ).
Summarizing all estimates of the Cases 1 to 2b we may conclude the desired decay estimate
for the elastic energy.

Step 4 Estimate of the kinetic energy

We use the identity ‖ut(t, ·)‖2
L2(Rnx) = ‖ût(t, ·)‖2

L2(Rnξ ) with

ût(t, ξ) = e−
1
2
t
(
vt(t, ξ) −

1

2
v(t, ξ)

)
.

Case 1 {ξ : |ξ| > 1
2
}

Using

vt(t, ξ) = −
√
|ξ|2 − 1

4
sin
(√
|ξ|2 − 1

4
t
)
v0(ξ) + cos

(√
|ξ|2 − 1

4
t
)
v1(ξ)
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we obtain

ût(t, ξ) = e−
1
2
t
(
v1(ξ)

(
cos
(√
|ξ|2 − 1

4
t
)
− 1

2

sin
(√
|ξ|2 − 1

4
t
)

√
|ξ|2 − 1

4

)

− v0(ξ)
(1

2
cos
(√
|ξ|2 − 1

4
t
)

+

√
|ξ|2 − 1

4
sin
(√
|ξ|2 − 1

4
t
)))

.

Repeating the approach to estimate the elastic energy gives

‖ût(t, ·)‖2
L2{|ξ|> 1

2
}

≤ C

∫
|ξ|> 1

2

e−t|v1(ξ)|2
(

cos
(√
|ξ|2 − 1

4
t
)
− 1

2

sin
(√
|ξ|2 − 1

4
t
)√

|ξ|2 − 1
4

)2

︸ ︷︷ ︸
≤C (1+t)2

dξ

+ C

∫
|ξ|> 1

2

e−t|v0(ξ)|2
(√
|ξ|2 − 1

4
sin
(√
|ξ|2 − 1

4
t
)

+
1

2
cos
(√
|ξ|2 − 1

4
t
)

︸ ︷︷ ︸
≤C

)2

dξ.

The inequality (|ξ|2 − 1
4
) sin2

(√
|ξ|2 − 1

4
t
)
≤ |ξ|2 implies for {ξ : |ξ| > 1

2
}∫

|ξ|> 1
2

|ût(t, ξ)|2 dξ ≤ C(1 + t)2e−t
∫
Rn

(
|ξ|2|v0(ξ)|2 + |v1(ξ)|2

)
dξ.

We need the regularity Ḣ1(Rn)×L2(Rn) for the data (ϕ, ψ) and obtain an exponential decay
in time.

Case 2 {ξ : |ξ| < 1
2
}

We get immediately

ût(t, ξ)

=
1

2
e−

1
2
t
(√

1− 4|ξ|2 sinh
(1

2

√
1− 4|ξ|2 t

)
− cosh

(1

2

√
1− 4|ξ|2 t

))
v0(ξ)

+e−
1
2
t
(

cosh
(1

2

√
1− 4|ξ|2 t

)
− 1√

1− 4|ξ|2
sinh

(1

2

√
1− 4|ξ|2 t

))
v1(ξ).

Again we divide the interval [0, 1
2
) into two subintervals.

Case 2a {ξ : |ξ| ∈ [1
4
, 1

2
)}:
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Here we show the exponential decay of the kinetic energy. On the one hand we use

cosh
(1

2

√
1− 4|ξ|2 t

)
+ sinh

(1

2

√
1− 4|ξ|2 t

)
≤ 2 cosh

(√3

4
t
)
,

on the other hand we use∣∣∣ 1√
1− 4|ξ|2

sinh
(1

2

√
1− 4|ξ|2 t

)∣∣∣ ≤ Cεt for
1

2

√
1− 4|ξ|2 t ≤ ε.

Both estimates lead to

‖ût(t, ·)‖2
L2{|ξ|∈[ 1

4
, 1
2

)} ≤ Ce−δt
∫
Rn

(
|ξ|2|v0(ξ)|2 + |v1(ξ)|2

)
dξ

with a suitable positive δ. Here we need the regularity Ḣ1(Rn)×L2(Rn) for the data (ϕ, ψ).
Moreover, we derived an exponential decay in time.

Case 2b {ξ : |ξ| < 1
4
}:

In this case we obtain

ût(t, ξ) =
(v0(ξ)

4
+

v1(ξ)

2
√

1− 4|ξ|2
)(√

1− 4|ξ|2 − 1
)
e−

1
2
t+ 1

2

√
1−4|ξ|2 t

−
(v0(ξ)

4
− v1(ξ)

2
√

1− 4|ξ|2
)(√

1− 4|ξ|2 + 1
)
e−

1
2
t− 1

2

√
1−4|ξ|2 t.

Hence, we can estimate as follows:

|ût(t, ξ)| ≤
∣∣∣( v1(ξ)

2
√

1− 4|ξ|2
+
v0(ξ)

4

)(√
1− 4|ξ|2 − 1︸ ︷︷ ︸
≤−2|ξ|2

)
e−

1
2
t+ 1

2

√
1−4|ξ|2t︸ ︷︷ ︸

≤ e−|ξ|2t, |ξ|< 1
2

∣∣∣.
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Recalling the estimates for the elastic energy a similar approach leads to

‖ût(t, ·)‖2
L2{|ξ|< 1

4
} ≤ C

∫
|ξ|< 1

4

(
|v1(ξ)|2 + |v0(ξ)|2

)
|ξ|4
(
e−t + e−2|ξ|2t) dξ

≤ Ce−t
∫
|ξ|< 1

4

(
|v1(ξ)|2 + |v0(ξ)|2

)
dξ

+ C

∫
|ξ|< 1

4

(
|v1(ξ)|2 + |v0(ξ)|2

)
|ξ|4e−2|ξ|2t dξ

≤ Ce−t
∫
|ξ|< 1

4

(
|v1(ξ)|2 + |v0(ξ)|2

)
dξ

+ C
1

t2
sup

|ξ|< 1
4
, t≥1

t2|ξ|4e−2|ξ|2t

︸ ︷︷ ︸
≤ c

∫
|ξ|< 1

4

(
|v1(ξ)|2 + |v0(ξ)|2

)
dξ

≤ Ce−t
∫
|ξ|< 1

4

(
|v1(ξ)|2 + |v0(ξ)|2

)
dξ

+
C

(1 + t)2

∫
|ξ|< 1

4

(
|v1(ξ)|2 + |v0(ξ)|2

)
dξ

≤ C

(1 + t)2

∫
Rn

(
|v1(ξ)|2 + |v0(ξ)|2

)
dξ.

Here we need the regularity L2(Rn) × L2(Rn) for the data (ϕ, ψ). Summarizing all the
estimates from the Cases 1 to 2b we have proved the third inequality for the kinetic energy.
Thus all statements from the theorem are proved.

Which part of the phase space does the decay behavior of the energy influence?

The decay behavior is influenced by the small frequencies. But, which properties of solutions
do the large frequencies influence? The large frequencies influence the necessary regularity
of the data.
The reader can find a detailed discussion on the classical damped wave model in [34].

1.3 The diffusion phenomenon for damped wave models

At a first glance the properties of solutions to heat or wave models are completely different.
One will not expect any relation between heat and wave models. In general, this is true.
But, already the following exercise hints to something.

Exercise Let us consider the mixed problem

ε2utt − uxx + ut = 0, u(0, x, ε) = ϕ(x), ut(0, x, ε) = ψ(x), x ∈ (0, L),

u(t, 0, ε) = u(t, L, ε) = 0 for t > 0,
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with sufficiently smooth data ϕ and ψ. We assume that the compatibility conditions are
satisfied. Let u = u(t, x, ε) be the unique (distributional) solution of this mixed problem
(without explaining the precise regularity). Prove, that for every fixed (t, x) the following
relation holds: limε→0 u(t, x, ε) = w(t, x), where w = w(t, x) solves the mixed problem

wt − wxx = 0, w(0, x) = ϕ(x), x ∈ (0, L),

w(t, 0) = w(t, L) = 0 for t > 0.

To what does this exercise hint?

From time to time mathematicians use instead of the heat equation

wt − wxx = 0

which solutions possess an infinite speed of propagation the damped wave equation

ε2utt − uxx + ut = 0, ε2 > 0 is small.

Now solutions have a finite speed of propagation. The speed depends on ε. One can prove
the relation limε→0 u(t, x, ε) = w(t, x).

The main result of this section is a relation between solutions of the heat and of the classical
damped wave equation. On the one hand we have the a priori estimate

‖w(t, ·)‖L2 ≤ C‖ϕ‖L2 for solutions to wt −∆w = 0, w(0, x) = ϕ(x).

On the other hand we have from Theorem 1.2 the a priori estimate

‖u(t, ·)‖L2 ≤ C
(
‖ϕ‖L2 + ‖ψ‖H−1

)
for solutions to

utt −∆u+ ut = 0, u(0, x) = ϕ(x), ut(0, x) = ψ(x).

Problem: Let (ϕ, ψ) be given data in the Cauchy problem for the classical damped wave
equation. Can we find a data ϕ̃ in the Cauchy problem for the heat equation such that the
difference of the corresponding solutions u(t, ·) − w(t, ·) decays for t → ∞ in the L2-norm?
Take into consideration that the estimates for ‖u(t, ·)‖L2 and ‖w(t, ·)‖L2 are optimal, thus we
can not expect any decay for t→∞. If we show that the difference decays in the L2-norm,
then it is said that the asymptotic behavior of both solutions coincide for t→∞.

In the following we will give a positive answer to the last question. This effect is called
diffusion phenomenon which was originally observed in [16] and was, for example, studied
among other things in the papers [60], [37], or for an abstract model in [17].
To apply the above a priori estimates for solutions to the Cauchy problem for the heat and
for the wave equation as well we shall assume ϕ, ψ ∈ L2(Rn). Then let us turn to the Cauchy
problems

utt −∆u+ ut = 0
u(0, x) = ϕ(x), ut(0, x) = ψ(x)

and
wt −∆w = 0
w(0, x) = ϕ(x) + ψ(x).

We introduce a cut-off function χ ∈ C∞0 (Rn) with χ(s) = 1 for |s| ≤ ε
2
� 1 and χ(s) = 0 for

|s| ≥ ε which localizes to small frequencies. Then we have the following remarkable result:
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Theorem 1.3. The difference of solutions to the above Cauchy problems satisfies the fol-
lowing estimate:∥∥∥F−1

ξ→x

(
χ(ξ)Fx→ξ

(
u(t, x)− w(t, x)

))∥∥∥
L2
≤ C(1 + t)−1‖(ϕ, ψ)‖L2 .

Proof. We use for small frequencies |ξ| < 1
2

the following representation for the solution
u = u(t, x) from Section 1.1:

Fx→ξ(u)(t, ξ)

= e−
1
2
t
((1

2
F (ϕ)(ξ)−

1
2
F (ϕ)(ξ) + F (ψ)(ξ)√

1− 4|ξ|2
)
e−

1
2

√
1−4|ξ|2 t

+
(1

2
F (ϕ)(ξ) +

1
2
F (ϕ)(ξ) + F (ψ)(ξ)√

1− 4|ξ|2
)
e

1
2

√
1−4|ξ|2 t

)
.

We have for w = w(t, x) the representation of solution

Fx→ξ(w)(t, ξ) = e−|ξ|
2t
(
F (ϕ)(ξ) + F (ψ)(ξ)

)
.

Taking into consideration the relations

√
1 + s = 1 +

s

2
− s2

8
+O(s3)

and
1√

1 + s
= 1− s

2
+O(s2) for s→ +0

we get √
1− 4|ξ|2 = 1− 2|ξ|2 − 2|ξ|4 +O(|ξ|6)

and
1√

1− 4|ξ|2
= 1 + 2|ξ|2 +O(|ξ|4) for |ξ| → +0.

These relations allow to conclude∥∥∥F−1
ξ→x

(
χ(ξ)Fx→ξ

(
u(t, x)− w(t, x)

))∥∥∥
L2

=
∥∥∥χ(ξ)Fx→ξ

(
u(t, x)− w(t, x)

)∥∥∥
L2

=
∥∥∥χ(ξ)

((1

2
F (ϕ)(ξ)−

(1

2
F (ϕ)(ξ) + F (ψ)(ξ)

)
+
(1

2
F (ϕ)(ξ) + F (ψ)(ξ)

)
O(|ξ|2)

)
e−

1
2
t+O(|ξ|2)te−

1
2
t

+
(1

2
F (ϕ)(ξ) +

(1

2
F (ϕ)(ξ) + F (ψ)(ξ)

)
+
(
F (ϕ)(ξ) + 2F (ψ)(ξ)

)
|ξ|2

+
(1

2
F (ϕ)(ξ) + F (ψ)(ξ)

)
O(|ξ|4)

)
e

1
2
t−|ξ|2 t−|ξ|4 t+O(|ξ|6) te−

1
2
t

−e−|ξ|2 t
(
F (ϕ)(ξ) + F (ψ)(ξ)

))∥∥∥
L2
.
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On the one hand we have∥∥∥χ(ξ)
(
− F (ψ)(ξ) +

(1

2
F (ϕ)(ξ) + F (ψ)(ξ)

)
O(|ξ|2)

)
e(−1+O(|ξ|2))t

∥∥∥
L2

≤ Ce−ct‖(ϕ, ψ)‖L2

with a positive constant c < 1 depending on the support of χ. On the other hand we have∥∥∥χ(ξ)
((
F (ϕ)(ξ) + F (ψ)(ξ) +

(
F (ϕ)(ξ) + 2F (ψ)(ξ)

)
|ξ|2

+
(1

2
F (ϕ)(ξ) + F (ψ)(ξ)

)
O(|ξ|4)

)
× e−|ξ|

2 t−|ξ|4 t+O(|ξ|6) t − e−|ξ|2 t
(
F (ϕ)(ξ) + F (ψ)(ξ)

))∥∥∥
L2

≤
∥∥∥χ(ξ)

(
F (ϕ)(ξ) + F (ψ)(ξ)

)(
e−|ξ|

2 t−|ξ|4 t+O(|ξ|6) t − e−|ξ|2 t
)∥∥∥

L2

+
∥∥∥χ(ξ)

((
F (ϕ)(ξ) + 2F (ψ)(ξ)

)
|ξ|2

+
(1

2
F (ϕ)(ξ) + F (ψ)(ξ)

)
O(|ξ|4)

)
e−|ξ|

2 t+O(|ξ|4) t
∥∥∥
L2
.

We denote the two terms on the right-hand side of the last inequality by J1 and by J2. Let
us assume t ≥ 1. So, we obtain the estimates

J1 =
∥∥∥χ(ξ)

(
F (ϕ)(ξ) + F (ψ)(ξ)

)
(−|ξ|4 t+O(|ξ|6) t)e−|ξ|

2 t

×
∫ 1

0

e(−|ξ|4 t+O(|ξ|6) t)sds︸ ︷︷ ︸
≤1

∥∥∥
L2

≤ C
∥∥∥χ(ξ)

(
F (ϕ)(ξ) + F (ψ)(ξ)

) |ξ|4t2
t

e−|ξ|
2 t
∥∥∥
L2
≤ C t−1‖(ϕ, ψ)‖L2

and

J2 ≤ C
∥∥∥χ(ξ)

(
|F (ϕ)(ξ)|+ |F (ψ)(ξ)|

) |ξ|2t
t

e−c|ξ|
2 t
∥∥∥
L2
≤ C t−1‖(ϕ, ψ)‖L2 .

For t ∈ (0, 1] and for k = 1, 2 we have

Jk ≤ C ‖(ϕ, ψ)‖L2 .

Summarizing all derived estimates gives

Jk ≤ C(1 + t)−1‖(ϕ, ψ)‖L2 for k = 1, 2.

The proof is complete.
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The diffusion phenomenon contains the information that the solution to the Cauchy problem

utt −∆u+ ut = 0, u(0, x) = ϕ(x), ut(0, x) = ψ(x)

has asymptotically a parabolic structure (compare with the behavior of solutions to the
Cauchy problem for the heat equation) from the point of view of L2-estimates for the solution
itself.

Why do we consider the diffusion phenomenon only for small frequencies?

Following the approach in Section 1.2 we conclude for large frequencies and for large times
t the estimates

‖F−1
ξ→x
(
(1− χ(ξ))ŵ(t, ·)

)
‖L2 ≤ C0e

−C2t‖(ϕ, ψ)‖L2

and
‖F−1

ξ→x
(
(1− χ(ξ))û(t, ·)

)
‖L2 ≤ C0e

−C1t‖(ϕ, ψ)‖L2

with some positive constants C1 and C2.
Thus we already have an exponential decay. This is optimal. There is no any reason to
study in detail for the difference of Fourier transforms localized to large frequencies a better
decay than the exponential one.

1.4 Decay behavior under additional regularity of data

We learned in Theorem 1.2 that the energy of solutions to classical damped wave models
decays. This decay becomes faster under additional regularity of the data (ϕ, ψ). Let us
turn again to the Cauchy problem

utt −∆u+ ut = 0, u(0, x) = ϕ(x), ut(0, x) = ψ(x)

under the additional regularity assumption (ϕ, ψ) ∈ Lm(Rn) × Lm(Rn), m ∈ [1, 2). In the
following we restrict ourselves to explain modifications in the treatment, in particular, how to
use this additional regularity. For large frequencies we do not change our approach because
under regularity Ḣ1(Rn)× L2(Rn) of the data we have an exponential decay. But for small
frequencies the additional regularity Lm(Rn)× Lm(Rn) leads to better decay estimates.
Setting

1

2
=

1

r
+

1

m′

and after using Hölder’s inequality we get

‖|ξ|û(t, ξ)‖2
L2{|ξ|< 1

4
} ≤ C

∫
|ξ|< 1

4

|ξ|2e−|ξ|2t
(
|v0(ξ)|2 + |v1(ξ)|2

)
dξ

≤ C
(
‖v0‖2

Lm′
+ ‖v1‖2

Lm′
)( ∫

|ξ|< 1
4

(
|ξ|2e−|ξ|2t

) r
2 dξ

) 2
r

≤ C
(
‖ϕ‖2

Lm + ‖ψ‖2
Lm

)( ∫
|ξ|< 1

4

(
|ξ|2e−|ξ|2t

) m
2−m dξ

) 2−m
m
.
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Here m′ ∈ (2,∞] is the conjugate exponent to m ∈ [1, 2). Let us only estimate the integral
on the right-hand side. By using polar coordinates we obtain for large t the estimate∫

|ξ|< 1
4

|ξ|
2m
2−m e−|ξ|

2 tm
2−m dξ = C

∫ 1
4

0

r
2m
2−m e−r

2 tm
2−m rn−1 dr

≤ C
(2−m

tm

)n
2

+ m
2−m

∫ ∞
0

sn−1+ 2m
2−m e−s

2

ds ≤ C
(1 + tm

2−m

)−n
2
− m

2−m
.

Summarizing implies

‖|ξ|û(t, ξ)‖2
L2{|ξ|< 1

4
} ≤ C

(1 + tm

2−m

)−n(2−m)
2m

−1(
‖ϕ‖2

Lm + ‖ψ‖2
Lm

)
≤ Cm(1 + t)−

n(2−m)
2m

−1
(
‖ϕ‖2

Lm + ‖ψ‖2
Lm

)
.

Mapping properties of the Fourier transformation explain why to suppose additional regu-
larity Lm(Rn) for m ∈ [1, 2), only.
Similar estimates can be derived for ‖∂jt û(t, ξ)‖2

L2{|ξ|< 1
4
} with j = 0, 1.

All these estimates together imply the following result.

Theorem 1.4. The solution to the Cauchy problem

utt −∆u+ ut = 0, u(0, x) = ϕ(x), ut(0, x) = ψ(x)

satisfies the following estimates for t ≥ 0:

‖u(t, ·)‖L2 ≤ Cm(1 + t)−
n(2−m)

4m

(
‖ϕ‖H1∩Lm + ‖ψ‖L2∩Lm

)
,

‖∇u(t, ·)‖L2 ≤ Cm(1 + t)−
1
2
−n(2−m)

4m

(
‖ϕ‖H1∩Lm + ‖ψ‖L2∩Lm

)
,

‖ut(t, ·)‖L2 ≤ Cm(1 + t)−1−n(2−m)
4m

(
‖ϕ‖H1∩Lm + ‖ψ‖L2∩Lm

)
.

Consequently, the energy satisfies the estimate

EW (u)(t) ≤ Cm(1 + t)−1−n(2−m)
2m

(
‖ϕ‖2

H1∩Lm + ‖ψ‖2
L2∩Lm

)
.

Remark 1.3. The statement of the last theorem coincides for m = 2 (we suppose no addi-
tional regularity for the data) with the statement of Theorem 1.2.
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2 Semilinear classical damped wave models with

source nonlinearity

Let us consider the Cauchy problem for semilinear wave models with time-dependent speed
of propagation

utt − a(t)2∆u = f(u), u(0, x) = ϕ(x), ut(0, x) = ψ(x).

We will explain the definition of energies. The term utt yields the kinetic energy 1
2
‖ut(t, ·)‖2

L2 ,
the term a(t)2∆u implies the elastic type energy (we should take account of the time-
dependent coefficient) 1

2
a(t)2‖∇u(t, ·)‖2

L2 . But how does the nonlinear term f(u) influence
the definition of the energy? Let us define the primitive F (u) =

∫ u
0
f(s)ds. It could be an

idea to include this term into the energy, so we could propose as a suitable energy

EW (u)(t) =
1

2
‖ut(t, ·)‖2

L2 +
1

2
a(t)2‖∇u(t, ·)‖2

L2 +

∫
Rn
−F (u)dx.

Is this a good idea? It depends heavily on −F (u). The energy is supposed to be nonnegative.
So, we expect nonnegativity of −F (u) for all u. But this is not always satisfied. For this
reason we distinguish between

1. an absorbing nonlinearity f(u): −F (u) ≥ 0 appears (is absorbed) in the definition of
the energy. A typical example is f(u) = −|u|p−1u, p > 1,

2. a source nonlinearity f(u): −F (u) is not nonnegative, thus, it does not appear in
the definition of the energy. It should be treated as a source. Typical examples are
f(u) = |u|p−1u, p > 1, or f(u) = |u|p, p > 1.

Let us turn to the Cauchy problem

utt −∆u+ ut = |u|p, u(0, x) = ϕ(x), ut(0, x) = ψ(x).

We learned that the nonlinear term |u|p is a source nonlinearity. For this reason the global
existence (in time) of small data solutions is of interest. This means, that we try to prove
that the steady-state solution u ≡ 0 of the Cauchy problem with homogeneous data is stable
in a suitable evolution space. Small perturbations of the data in suitable Banach spaces
preserve the property of the Cauchy problem to have globally (in time) solutions. It turns
out that there exists a critical exponent pcrit, a threshold between global and non-global
existence of small data solutions. For the above semilinear damped wave model this critical
exponent is actually the Fujita exponent pFuj(n) = 1 + 2

n
. We shall discuss this issue in the

next two sections.
A suitable energy of solutions is the wave energy EW (u)(t).
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2.1 Fujita discovered the critical exponent

In his pioneering paper (see [10]) Fujita proved the following two results.

Theorem 2.1. Let us consider the Cauchy problem

ut −∆u = up, u(0, x) = ϕ(x).

The data ϕ does not vanish identically and is supposed to be nonnegative and to belong to
the function space B2(Rn). Let p ∈ (1, 1 + 2

n
). Then there is no global (in time) classical

solution satisfying for any T > 0 the estimate

|u(t, x)| ≤MT exp(|x|β) for all (t, x) ∈ [0, T ]× Rn, β ∈ (0, 2).

Here B2(Rn) denotes the space of functions with continuous and bounded derivatives up to
order 2.

Theorem 2.2. Let us consider the Cauchy problem

ut −∆u = up, u(0, x) = ϕ(x),

where the data ϕ is supposed to be nonnegative and to belong to the function space B2(Rn).
Let p ∈ (1 + 2

n
,∞). Take any positive number γ. Then there exists a positive number δ with

the following property:
If ϕ(x) ≤ δGn(γ, x), then there is a global (in time) classical solution satisfying the estimate

0 ≤ u(t, x) ≤MGn(t+ γ, x) for all (t, x) ∈ [0, T ]× Rn.

Here

Gn(t, x) =
1

(4πt)
n
2

exp
(
− |x|

2

4t

)
is the Gauss kernel.
Both Theorems 2.1 and 2.2 imply that pFuj(n) is really the critical exponent. The case
p = pFuj(n) remained open. Later a blow up result for p = pFuj(n) has been proved in [15]
or in [25].

2.2 Global existence of small data solutions

2.2.1 Main result

To formulate the following theorem we need the abbreviation pGN(n) = n
n−2

for n ≥ 3. This
number is connected with the Gagliardo-Nirenberg inequality. The space for the data (ϕ, ψ)
is defined as follows:

A1,1 :=
(
H1(Rn) ∩ L1(Rn)

)
×
(
L2(Rn) ∩ L1(Rn)

)
.

18



Theorem 2.3. Let n ≤ 4 and let
p > pFuj(n) if n = 1, 2,

2 ≤ p ≤ 3 = pGN(3) if n = 3,

p = 2 = pGN(4) if n = 4.

Let (ϕ, ψ) ∈ A1,1. Then the following statement holds with a suitable constant ε0 > 0: if

‖(ϕ, ψ)‖A1,1 ≤ ε0,

then there exists a unique globally (in time) energy solution u belonging to the function space

C
(
[0,∞), H1(Rn)

)
∩ C1

(
[0,∞), L2(Rn)

)
.

Moreover, there exists a constant C > 0 such that the solution and its energy terms satisfy
the decay estimates

‖u(t, ·)‖L2 ≤ C(1 + t)−
n
4 ‖(ϕ, ψ)‖A1,1 ,

‖∇u(t, ·)‖L2 ≤ C(1 + t)−
n
4
− 1

2‖(ϕ, ψ)‖A1,1 ,

‖ut(t, ·)‖L2 ≤ C(1 + t)−
n
4
−1‖(ϕ, ψ)‖A1,1 .

Remark 2.1. We obtain the global (in time) existence of energy solutions only in low di-
mensions n ≤ 4. This depends on the weak assumptions for the data. They are chosen from
the energy space only with an additional regularity L1. More restrictions of the data space or
using estimates on Lp basis with p ∈ [1, 2) allow, in general, to prove the global existence of
small data solutions in higher dimensions for p > pFuj(n), too (see, for example, [36], [56],
[19], [18]).

2.2.2 Main steps of our approach

We explain the main steps of our approach to prove Theorem 2.3. This approach can be
used to study large classes of semilinear models.

Linear Cauchy problem: Let us consider the corresponding linear Cauchy problem

wtt −∆w + wt = 0, w(0, x) = ϕ(x), wt(0, x) = ψ(x).

Then the solution w = w(t, x) can be written in the following form

w(t, x) = K0(t, 0, x) ∗(x) ϕ(x) +K1(t, 0, x) ∗(x) ψ(x).

Here K0(t, 0, x) ∗(x) ϕ(x) is the solution of the above Cauchy problem with second Cauchy
data ψ ≡ 0. On the contrary, K1(t, 0, x)∗(x)ψ(x) is the solution of the above Cauchy problem
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with first Cauchy data ϕ ≡ 0. Now let us turn to the following classical damped wave model
with source:

vtt −∆v + vt = f(t, x), v(0, x) = 0, vt(0, x) = 0.

Using Duhamel’s principle we get the solution

v(t, x) =

∫ t

0

K1(t, s, x) ∗(x) f(s, x) ds.

The family of terms {K1(t, s, x) ∗(x) f(s, x)}s≥0 is the solution of the family of parameter-
dependent Cauchy problems

wtt −∆w + wt = 0, w(s, x) = 0, wt(s, x) = f(s, x).

So, Duhamel’s principle explains that we have to take account of solutions to a family of
parameter-dependent Cauchy problems, where the parameter appears in the description of
the hyperplane {(t, x) ∈ Rn+1 : t = s}, where Cauchy data are posed. The classical damped
wave equation has constant coefficients. Using the change of variables t→ t− s in the last
Cauchy problem implies the relation Kl(t, s, x) = Kl(t− s, 0, x) for l = 0, 1.

Choice of spaces for solutions and data: This is a very important step. The choice of the
space for the data is, in general, connected with the choice of the space for solutions. On the
one hand the choice of data (the choice of l in the function spaces below) may cause some
additional difficulties in the treatment. On the other hand the space of data may influence
qualitative properties of solutions (e.g. compact support for all times or decay behavior for
all times). We propose as space for solutions the evolution space

X(t) := C
(
[0, t], H l

m(Rn)
)
∩ C1

(
[0, t], H l−1

m (Rn)
)

for m ∈ (1, 2], l ∈ N, l ≥ 1 and for all t > 0. The data are taken from the function space

(H l
m(Rn) ∩ L1(Rn))× (H l−1

m (Rn) ∩ L1(Rn)).

So, we assume an additional regularity L1 for the data (ϕ, ψ).

Estimates for solutions and some of its partial derivatives: To fix a norm in X(t) we need
so-called (Lm ∩ L1)→ Lm estimates for solutions and some of their partial derivatives∥∥∂αxu(t, ·)

∥∥
Lm
≤ Cf|α|(t)‖(ϕ, ψ)‖(Hl

m∩L1)×(Hl−1
m ∩L1) for |α| ≤ l,∥∥∂αxut(t, ·)∥∥Lm ≤ Cg|α|(t)‖(ϕ, ψ)‖(Hl

m∩L1)×(Hl−1
m ∩L1) for |α| ≤ l − 1.

Then we introduce in X(t) the norm

‖u‖X(t)

:= sup
0≤τ≤t

(∑
|α|≤l

f|α|(τ)−1‖∂αxu(τ, ·)‖Lm +
∑
|α|≤l−1

g|α|(τ)−1‖uτ (τ, ·)‖Lm
)
.
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Fixed point formulation: We introduce for arbitrarily given data

(ϕ, ψ) ∈ (H l
m(Rn) ∩ L1(Rn))× (H l−1

m (Rn) ∩ L1)(Rn)

the operator

N : u ∈ X(t)→ Nu := K0(t, 0, x) ∗(x) ϕ(x) +K1(t, 0, x) ∗(x) ψ(x)

+

∫ t

0

K1(t− s, 0, x) ∗(x) |u(s, x)|p ds.

Then we show that the following estimates are satisfied:

‖Nu‖X(t) ≤ C0 ‖(ϕ, ψ)‖(Hl
m∩L1)×(Hl−1

m ∩L1) + C1(t)‖u‖pX0(t),

‖Nu−Nv‖X(t) ≤ C2(t)‖u− v‖X0(t)

(
‖u‖p−1

X0(t) + ‖v‖p−1
X0(t)

)
for t ∈ [0,∞) with nonnegative constants C0, C1(t) and C2(t). Here we used the evolution
space X0(t) := C

(
[0, t], H l

m

)
with the norm

‖u‖X0(t) := sup
0≤τ≤t

(∑
|α|≤l

f|α|(τ)−1‖∂αxu(τ, ·)‖Lm
)
.

Application of Banach’s fixed point theorem: The estimates for the image Nu of the last
step allow to apply Banach’s fixed point theorem. In this way we get simultaneously a unique
solution to Nu = u locally in time for large data and globally in time for small data. To
prove the local (in time) existence we use C1(t), C2(t) tend to 0 for t tends to 0, while to
to prove the global (in time) existence we use C1(t) ≤ C3 and C2(t) ≤ C3 for all t ∈ [0,∞)
with a suitable nonnegative constant C3.
Let us only verify how to prove the global existence in time.
In fact, taking the recurrence sequence u−1 := 0, uk := N(uk−1) for k = 0, 1, 2, · · · into
account we apply the estimate for ‖Nu‖X(t) with small norm

‖(ϕ, ψ)‖(Hl
m∩L1)×(Hl−1

m ∩L1) = ε.

Then we arrive at ‖uk‖X(t) ≤ 2C3ε for any ε ∈ [0, ε0] with ε0 = ε0(2C3) sufficiently small.
Once this uniform estimate is established we use the estimate for ‖Nu−Nv‖X(t) and find

‖uk+1 − uk‖X(t) ≤ C3ε
k−1, ‖uk+1 − uk‖X(t) ≤ 2−1‖uk − uk−1‖X(t)

for ε ≤ ε0 sufficiently small. We get inductively ‖uk − uk−1‖X(t) ≤ C32−k so that {uk}k is a
Cauchy sequence in the Banach space X(t) converging to the unique solution of Nu = u for
all t > 0. Here we used that the constant C3 appearing in the last estimates is independent
of t ∈ [0,∞).
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2.2.3 Proof of the main result

Proof. Now let us prove Theorem 2.3 by following all the steps of the approach of the previous
section.
The space for the data is A1,1 := (H1(Rn) ∩ L1(Rn)) × (L2(Rn) ∩ L1(Rn)). The space of
energy solutions is X(t) = C([0, t], H1(Rn)) ∩ C1([0, t], L2(Rn)). Taking into consideration
the estimates of Theorem 1.4 we choose

f|α|(t) = (1 + t)−
n+2|α|

4 for |α| ≤ 1, g0(t) = (1 + t)−
n+4
4 .

So we introduce in X(t) the norm

‖u‖X(t) := sup
0≤τ≤t

(
(1 + τ)

n
4 ‖u(τ, ·)‖L2 + (1 + τ)

n+2
4 ‖∇u(τ, ·)‖L2

+(1 + τ)
n+4
4 ‖uτ (τ, ·)‖L2

)
.

Moreover, we define the evolution space X0(t) = C([0, t], H1(Rn)) with the norm

‖u‖X0(t) := sup
0≤τ≤t

(
(1 + τ)

n
4 ‖u(τ, ·)‖L2 + (1 + τ)

n+2
4 ‖∇u(τ, ·)‖L2

)
.

It remains to show the estimates

‖Nu‖X(t) ≤ C0 ‖(ϕ, ψ)‖(H1∩L1)×(L2∩L1) + C1(t)‖u‖pX0(t),

‖Nu−Nv‖X(t) ≤ C2(t)‖u− v‖X0(t)

(
‖u‖p−1

X0(t) + ‖v‖p−1
X0(t)

)
for the operator N of the previous section. These estimates will follow from the next propo-
sition in which the restriction on the power p and on the dimension n of Theorem 2.3 will
appear.

Proposition 2.1. Let u and v be elements of X(t). Then under the assumptions of Theorem
2.3 the following estimates hold for j + l = 0, 1:

(1 + t)l(1 + t)
n
4

+ j
2‖∇j∂ltNu(t, ·)‖L2 ≤ C ‖(ϕ, ψ)‖A1,1 + C‖u‖pX0(t),

(1 + t)l(1 + t)
n
4

+ j
2‖∇j∂lt

(
Nu(t, ·)−Nv(t, ·)

)
‖L2

≤ C‖u− v‖X0(t)

(
‖u‖p−1

X0(t) + ‖v‖p−1
X0(t)

)
.

Here the nonnegative constant C is independent of t ∈ [0,∞).

Proof. We have

∇j∂ltNu(t, ·) = ∇j∂ltK0(t, 0, x) ∗(x) ϕ(x) +∇j∂ltK1(t, 0, x) ∗(x) ψ(x)

+∇j∂lt

∫ t

0

K1(t− s, 0, x) ∗(x) |u(s, x)|p ds.
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The estimates of Theorem 1.4 imply immediately

‖∇j∂ltK0(t, 0, x) ∗(x) ϕ(x) +∇j∂ltK1(t, 0, x) ∗(x) ψ(x)‖L2

≤ C (1 + t)−l(1 + t)−
n
4
− j

2‖(ϕ, ψ)‖A1,1

for the admissible range of j and l. So, we restrict ourselves to the integral term in the
representation of ∇j∂ltNu(t, ·). Using K1(0, 0, x) = 0 it follows

∇j∂lt

∫ t

0

K1(t− s, 0, x) ∗(x) |u(s, x)|p ds

=

∫ t

0

∇j∂ltK1(t− s, 0, x) ∗(x) |u(s, x)|p ds.

What we shall do is to use different estimates of solutions to the family of parameter-
dependent Cauchy problems

wtt −∆w + wt = 0, w(s, x) = 0, wt(s, x) = |u(s, x)|p.

On the interval [0, t
2
]: Here we use the L2∩L1 → L2 estimates of Theorem 1.4. So, additional

regularity of the data is required.

On the interval [ t
2
, t]: Here we use the L2 → L2 estimates of Theorem 1.2. So, no additional

regularity of the data is required.

Following this strategy we get∥∥∥∫ t

0

∇j∂ltK1(t− s, 0, x) ∗(x) |u(s, x)|p ds
∥∥∥
L2

≤ C

∫ t
2

0

(1 + t− s)−(n
4

+ j
2

+l)
∥∥|u(s, x)|p

∥∥
L2∩L1 ds

+C

∫ t

t
2

(1 + t− s)−
j
2
−l∥∥|u(s, x)|p

∥∥
L2 ds.

We use ∥∥|u(s, x)|p
∥∥
L1∩L2 ≤ C‖u(s, ·)‖pLp + ‖u(s, ·)‖pL2p ,∥∥|u(s, x)|p
∥∥
L2 ≤ C‖u(s, ·)‖pL2p .

Now Gagliardo-Nirenberg inequality comes into play. We may estimate

‖u(s, ·)‖pLp ≤ C‖u(s, ·)‖p(1−θ(p))L2 ‖∇u(s, ·)‖p θ(p)L2 ,

‖u(s, ·)‖pL2p ≤ C‖u(s, ·)‖p(1−θ(2p))L2 ‖∇u(s, ·)‖p θ(2p)L2 ,
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where

θ(p) =
n(p− 2)

2p
, θ(2p) =

n(p− 1)

2p
.

We remark that the restriction θ(p) ≥ 0 implies that p ≥ 2, whereas the restriction θ(2p) ≤ 1
implies that p ≤ pGN(n) if n ≥ 3. So, we use the estimates for u(t, ·) and∇u(t, ·) only. This is
the main motivation for introducing the space X0(t). Taking into consideration θ(p) < θ(2p)
implies ∥∥|u(s, x)|p

∥∥
L2∩L1 ≤ C‖u‖pX0(s)(1 + s)−p(

n
4

+
θ(p)
2

) = ‖u‖pX0(s)(1 + s)−
(p−1)n

2 ,∥∥|u(s, x)|p
∥∥
L2 ≤ C‖u‖pX0(s)(1 + s)−p(

n
4

+
θ(2p)

2
) = ‖u‖pX0(s)(1 + s)−

(2p−1)n
4 .

After summarizing and using ‖u‖X0(s) ≤ ‖u‖X0(t) for s ≤ t we may conclude∥∥∥∫ t

0

∇j∂ltK1(t− s, 0, x) ∗(x) |u(s, x)|p ds
∥∥∥
L2

≤ C‖u‖pX0(t)

∫ t
2

0

(1 + t− s)−(n
4

+ j
2

+l)(1 + s)−
(p−1)n

2 ds

+C‖u‖pX0(t)

∫ t

t
2

(1 + t− s)−
j
2
−l(1 + s)−

(2p−1)n
4 ds.

The first integral is estimated by (1 + t)−(n
4

+ j
2

+l). Indeed, since p > pFuj(n), the function

(1 + t)−
(p−1)n

2 belongs to L1(R1
+). We treat the second integral as follows:∫ t

t
2

(1 + t− s)−
j
2
−l(1 + s)−

(2p−1)n
4 ds

≤ C(1 + t)−
(2p−1)n

4

∫ t

t
2

(1 + t− s)−
j
2
−lds

≤ C(1 + t)−
(2p−1)n

4
+1− j

2
−l((log(1 + t))l ≤ C(1 + t)−(n

4
+ j

2
+l)

for j + l = 0, 1. This completes the estimates for ∇j∂ltNu(t, ·). Exactly in the same way
we prove the desired estimates for ∇j∂lt

(
Nu(t, ·)−Nv(t, ·)

)
. The considerations base on the

following relations:

∇j∂lt

∫ t

0

K1(t− s, 0, x) ∗(x)

(
|u(s, x)|p − |v(s, x)|p

)
ds

=

∫ t

0

∇j∂ltK1(t− s, 0, x) ∗(x)

(
|u(s, x)|p − |v(s, x)|p

)
ds,
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and ∥∥|u(s, x)|p − |v(s, x)|p
∥∥
L1

≤ C‖u(s, ·)− v(s, ·)‖Lp
(
‖u(s, ·)‖p−1

Lp + ‖v(s, ·)‖p−1
Lp

)
,∥∥|u(s, x)|p − |v(s, x)|p

∥∥
L2

≤ C‖u(s, ·)− v(s, ·)‖L2p

(
‖u(s, ·)‖p−1

L2p + ‖v(s, ·)‖p−1
L2p

)
.

We conclude by Proposition 2.1 the statements of Theorem 2.3.

2.3 Application of the test function method

In this section we shall show that the Fujita exponent pFuj(n) is really the critical exponent.
Here we apply the test function method which was introduced in the paper [62]. Our main
concern is the following result.

Theorem 2.4. Let us consider the Cauchy problem for the classical damped wave equation
with power nonlinearity

utt −∆u+ ut = |u|p, u(0, x) = ϕ(x), ut(0, x) = ψ(x)

in [0,∞)× Rn with n ≥ 1 and p ∈ (1, 1 + 2
n
]. Let (ϕ, ψ) ∈ A1,1 satisfy the assumption∫

Rn

(
ϕ(x) + ψ(x)

)
dx > 0.

Then there exists a locally (in time) defined energy solution

u ∈ C
(
[0, T ), H1(Rn)

)
∩ C1

(
[0, T ), L2(Rn)

)
.

This solution can not be continued to the interval [0,∞) in time.

Remark 2.2. Following the proof to Theorem 2.3 we obtain a local (in time) energy solution

u ∈ C
(
[0, T ), H1(Rn)

)
∩ C1

(
[0, T ), L2(Rn)

)
.

For this reason we restrict ourselves to prove that this solution does not exist globally on the
interval [0,∞) in time.

Proof. We first introduce test functions η = η(t) and φ = φ(x) having the following proper-
ties:
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1. η ∈ C∞0 [0,∞), 0 ≤ η(t) ≤ 1,

η(t) =

{
1 for 0 ≤ t ≤ 1

2
,

0 for t ≥ 1,

2. φ ∈ C∞0 (Rn), 0 ≤ φ(x) ≤ 1,

φ(x) =

{
1 for |x| ≤ 1

2
,

0 for |x| ≥ 1,

3. η′(t)2

η(t)
≤ C for 1

2
< t < 1, and |∇φ(x)|2

φ(x)
≤ C for 1

2
< |x| < 1.

Let R ∈ [0,∞) be a large parameter. We define the test function

χR(t, x) := ηR(t)φR(x) := η
( t

R2

)
φ
( x
R

)
.

We put
QR := [0, R2]×BR, BR := {x ∈ Rn : |x| ≤ R}.

We note that the support of χR is contained in the set QR. Moreover, χR ≡ 1 on [0, R
2

2
]×BR

2
.

We suppose that the energy solution u = u(t, x) exists globally in time. We define the
functional

IR :=

∫
QR

|u(t, x)|pχR(t, x)q d(x, t) =

∫
QR

(
utt −∆u+ ut

)
χR(t, x)q d(x, t).

Here q is the Sobolev conjugate of p, that is, 1
p

+ 1
q

= 1. After integration by parts we obtain

IR = −
∫
BR

(
ϕ+ ψ

)
φqR dx+

∫
QR

u∂2
t (χ

q
R) d(x, t)

−
∫
QR

u∂t(χ
q
R) d(x, t)−

∫
QR

u∆(χqR) d(x, t)

:= −
∫
BR

(
ϕ+ ψ

)
φqR dx+ J1 + J2 + J3.

By the assumption on the data (ϕ, ψ) it follows that IR < J1 + J2 + J3 for sufficiently large
R. We shall estimate separately J1, J2 and J3. Here we use the notations

Q̂R,t :=
[R2

2
, R2

]
×BR, Q̂R,x := [0, R2]×

(
BR \BR

2

)
.

We first estimate J3. Noting

∆(χqR) = R−2q(q − 1)ηqR(t)φq−2
R (x)

∣∣∣∇φ( x
R

)∣∣∣2 +R−2qηqR(t)φq−1
R (x)(∆φ)

( x
R

)
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and the assumed properties for the test functions we may conclude

|J3| ≤ CR−2

∫
Q̂R,x

|u|χq−1
R d(x, t).

Application of Hölder’s inequality implies

|J3| ≤ CR−2
(∫

Q̂R,x

|u|pχqR(t, x) d(x, t)
)1/p(∫

Q̂R,x

1 d(x, t)
)1/q

≤ CR−2I
1
p

R,x

(∫
Q̂R,x

1 d(x, t)
)1/q

≤ CI
1
p

R,xR
n+2
q
−2,

where

IR,x :=

∫
Q̂R,x

|u|pχqR(t, x) d(x, t).

Since 1 < p ≤ 1 + 2/n the last inequality gives |J3| ≤ CI
1
p

R,x. Next, we estimate J1. Noting

∂2
t (χ

q
R) =

1

R4
q(q − 1)φqR(x)ηq−2

R (t)
(
η′
( t

R2

))2

+
1

R4
qφqR(x)ηq−1

R (t)η′′
( t
R

)
and using the properties of the test functions again we estimate J1 as follows:

|J1| ≤ C
1

R4

(∫
Q̂R,t

|u|pχqR(t, x) d(x, t)
)1/p(∫

Q̂R,t

1 d(x, t)
)1/q

= I
1
p

R,t

1

R4

(∫
Q̂R,t

1 d(x, t)
)1/q

≤ CI
1
p

R,tR
n+2
q
−2 ≤ CI

1
p

R,t,

where

IR,t :=

∫
Q̂R,t

|u|pχqR(t, x) d(x, t).

Finally, we estimate J2. By

∂t(χ
q
R) =

1

R2
qφqR(x)ηq−1

R (t)η′
( t

R2

)
,

we have

|J2| ≤ C
1

R2

∫
Q̂R,t

|u|χq−1
R d(x, t)

≤ C
1

R2

(∫
Q̂R,t

|u|pχqR d(x, t)
)1/p(∫

Q̂R,t

1 d(x, t)
)1/q

≤ CI
1
p

R,t

1

R2
R

n
q

(∫ R2

R2

2

1 dt
)1/q

≤ CI
1
p

R,tR
n+2
q
−2 ≤ CI

1
p

R,t.
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Putting the estimates of J1, J2 and J3 together we obtain

IR ≤ C(I
1/p
R,t + I

1/p
R,x)

for large R. It is obvious that IR,t, IR,x ≤ IR. Hence, we have

IR ≤ CI
1/p
R .

This means IR ≤ C, that is, IR is uniformly bounded for all R. By letting R → +∞ one
may conclude ∫ ∞

0

∫
Rn
|u|p dx dt = lim

R→∞
IR <∞.

Now we recall the inequality

IR ≤ C(I
1
p

R,t + I
1
p

R,x).

By the integrability of |u|p and noting the shape of the region Q̂R,t and Q̂R,x we conclude

lim
R→∞

(
I

1/p
R,t + I

1/p
R,x

)
= 0.

This implies ∫ ∞
0

∫
Rn
|u|p d(x, t) = lim

R→∞
IR = 0.

Hence, u ≡ 0. But this is a contradiction to our assumptions for the data.

Remark 2.3. The test function method bases on a contradiction argument. Under suitable
assumptions for the data no global in time solution does exist. Here one has to explain what
kind of solutions do we have in mind. We formulated Theorem 2.4 in correspondence with
Theorem 2.3. Both results are related to energy solutions. Following the proof to Theorem
2.4 we see that the same statement holds for Sobolev solutions as well. We may also exclude
global in time Sobolev solutions under suitable assumptions for the data. But we do not get
any information about blow up time or life span estimates or about blow up mechanisms.
The test function method was originally developed for proving sharpness of the Fujita expo-
nent as the critical exponent for semilinear parabolic equations. Later it was recognized that
this method can also be applied for classical damped wave models. These are models with a
“parabolic like behavior” from the point of view of decay estimates. Attempts to apply this
method to classical wave models fail in the sense, that sharpness of critical exponents can
not be expected in general.
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3 Fujita via Strauss - a never ending story

3.1 Semilinear classical wave models with source nonlinearity

The application of estimates for solutions to linear equations is a very useful tool to study the
global (in time) existence of small data solutions for semilinear equations. A lot of activities
have been devoted to the Cauchy problem for wave equations with power nonlinearity

utt −∆u = |u|p, u(0, x) = ϕ(x), ut(0, x) = ψ(x).

For 1 < p < pK(n) = n+1
n−1

(pK(n) denotes the Kato exponent) the nonexistence of global (in
time) generalized solutions for data with compact support was proved in [22].
On the other hand, in [21] it was shown that pcrit = 1 +

√
2 is the critical exponent for the

global existence of classical small data solutions when n = 3. Here classical solution means
u ∈ C2

(
[0,∞)×Rn

)
. A bit later, it was conjectured in [50] that the critical exponent pcrit(n)

(pcrit(3) = 1 +
√

2) is the positive root of the quadratic equation

(n− 1)p2 − (n+ 1)p− 2 = 0.

This critical exponent is called Strauss exponent. In the further considerations we use the
notation p0(n) for the Strauss exponent. This conjecture was verified in [12] and [13] for
classical solutions when n = 2. For n > 3, the paper [47] proved the nonexistence of global (in

time) solutions in C
(
[0,∞), L

2(n+1)
n−1 (Rn)

)
for suitable small data and for 1 < p < p0(n). Later

the supercritical case p > p0(n) was treated in [31]. There the authors proved the existence
of global weak solutions belonging to L∞

(
[0,∞), Lq(Rn, dµ)

)
with a weighted measure dµ

up to n ≤ 8 and for all n in the case of radial initial data. In [11] the authors removed
the assumption of spherical symmetry. The global existence also breaks down at the critical
exponent p = p0(n) as it was shown in [46] for n = 2, 3 and in [61] and, independently, in
[66] for n ≥ 4.
Some results verifying Strauss’ conjecture are summarized in the following table. The table
is taken from the paper [53].

p < p0(n) p = p0(n) p0(n) < p < pconf (n)
n = 2 Glassey [12] Schaeffer [46] Glassey [13]
n = 3 John [21] Schaeffer [46] John [21]
n ≥ 4 Sideris [47] Yordanov-Zhang [61], Zhou Yi [66] Georgiev-Lindblad-Sogge [11]

Remark 3.1. The power pconf (n) = n+3
n−1

is well-known as “conformal power” and one can
obtain (see [32]) the global (in time) existence of small data solutions when p ≥ pconf (n),
too, under suitable regularity assumptions for the data.
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In the following two sections we are going to derive a local (in time) existence result (Section
3.2) and to show a blow up result in the special case n ≤ 3 (Section 3.3). We skip to
describe methods how to prove the global (in time) existence of small data solutions for
p > p0(n). The reason is, that due to the lack of L1 − Lq estimates the necessary tools are
more complicated than the ones for the classical damped waves.

3.2 Local existence (in time) of Sobolev solutions

According to Duhamel’s principle, the Sobolev solution u of the Cauchy problem

utt −∆u = |u|p, u(0, x) = ϕ(x), ut(0, x) = ψ(x)

satisfies

u(t, x) = u0(t, x) +

∫ t

0

K1(t− s, 0, x) ∗(x) |u(s, x)|p ds,

where

u0(t, x) = K0(t, 0, x) ∗(x) ϕ(x) +K1(t, 0, x) ∗(x) ψ(x),

K̂0(t, 0, |ξ|) = cos(t|ξ|) and K̂1(t, 0, |ξ|) =
sin(t|ξ|)
|ξ|

.

To derive a local (in time) existence result we are going to use the Lr − Lq estimates for
solutions to the Cauchy problem

utt −∆u = |u|p, u(0, x) = ϕ(x), ut(0, x) = ψ(x)

3.2.1 Lr − Lq estimates

Let us consider the Cauchy problem for the free wave equation

utt −4u = 0, u(0, x) = ϕ(x), ut(0, x) = ψ(x).

By taking ϕ ≡ 0 and without asking for additional regularity of the data, one still may
expect some singular Lr − Lq estimates. One may conclude the following Lr − Lq estimates
on the conjugate line:

‖u(t, ·)‖Lq ≤ C t1−
n
r

+n
q ‖ψ‖Lr

uniformly for any t > 0 and for

n+ 1

2

(1

r
− 1

q

)
≤ 1 ≤ n

(1

r
− 1

q

)
.

In particular, it is true for (1
r
, 1
q
) = P1 :=

(
1
2

+ 1
n+1

, 1
2
− 1

n+1

)
. Since these estimates are true

for (1
r
, 1
q
) = P0 :=

(
1
2
, 1

2

)
, by interpolation we conclude it on the line with end points P0 and
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P1.
More in general, the estimates in [43] and [51] imply that the solution to the above Cauchy
problem satisfies Lr − Lq estimates if, and only if, the point (1

r
, 1
q
) belongs to the closed

triangle with vertices

P1 =
(

1
2

+ 1
n+1

, 1
2
− 1

n+1

)
, P2 =

(
1
2
− 1

n−1
, 1

2
− 1

n−1

)
,

and P3 =
(

1
2

+ 1
n−1

, 1
2

+ 1
n−1

)
.

In the case n = 1 or n = 2 we define P2 = (0, 0) and P3 = (1, 1). Moreover, the asymptotic
behavior in t follows by homogeneity, namely, there exists a positive constant C such that
the Lr − Lq estimates

‖u(t, ·)‖Lq ≤ C t1−
n
r

+n
q ‖ψ‖Lr

hold uniformly for any t > 0.
If we ask for additional regularity of the data, besides to avoid singular estimates at t = 0
we can also enlarge the admissible range for r, q in the Lr − Lq estimates. For instance,
combining results from [48] and [35], the estimates

‖u(t, ·)‖Lq ≤ C(1 + t)(n−1)| 1
q
− 1

2
|‖ϕ‖Hs

q
+ t(1 + t)max{(n−1)| 1

q
− 1

2
|−1,0}‖ψ‖Hr

q

hold for q ∈ (1,∞) if, and only if,

(n− 1)
∣∣∣1
q
− 1

2

∣∣∣ ≤ s and (n− 1)
∣∣∣1
q
− 1

2

∣∣∣ ≤ r + 1, r ≥ 0.

Therefore, apart from the case q = 2, in general, one can not expect Lq − Lq estimates for
the solutions of the free wave equation.
It is interesting to compare Lr−Lq estimates for the solution to the Cauchy problem for the
free wave equation with the ones for the Klein-Gordon equation

vtt −4v + v = 0, v(0, x) = ϕ(x), vt(0, x) = ψ(x).

In [33] the authors proved that for every t > 0 the operator Tt : (ϕ, ψ) → v(t, ·) (ϕ ≡ 0) is
bounded from Lr(Rn) to Lq(Rn) if, and only if, the point (1

r
, 1
q
) belongs to the same closed

triangle P1P2P3.

3.2.2 Main result and its proof

So, in the next two results we fix P1 = (1
r
, 1
q
) with

q =
2(n+ 1)

n− 1
and r =

2(n+ 1)

n+ 3
.

Lemma 3.1. If (ϕ, ψ) ∈ H1(Rn) × L2(Rn), n ≥ 2, with supp ϕ, ψ ⊂ {|x| ≤ R}, then
u0 ∈ C

(
[0, T ], Lq(Rn)

)
for all T > 0 with supp u0(t, ·) ⊂ {|x| ≤ t+R}.
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Proof. The statements of Theorem 1.1 and Remark 1.1 imply u0 ∈ C
(
[0, T ], H1(Rn)

)
for all

n ≥ 1 and T > 0. The conclusion of the lemma follows by using the well-known domain of
dependence property of solutions to the wave equation and that H1(Rn) ⊂ Lq(Rn) thanks
to Sobolev’s embedding theorem.

Now we shall prove the existence of a uniquely determined local (in time) Sobolev solution
for compactly supported data.

Theorem 3.1. Let (ϕ, ψ) ∈ H1(Rn) × L2(Rn), n ≥ 2 with supp ϕ, ψ ⊂ {|x| ≤ R}. If
1 ≤ p ≤ n+3

n−1
, then there exists a positive T and a uniquely determined local (in time) Sobolev

solution
u ∈ C

(
[0, T ], L

2(n+1)
n−1 (Rn)

)
with supp u(t, ·) ⊂ {|x| ≤ t+R}.

Proof. With q = 2(n+1)
n−1

we define the space

X(T ) :=
{
u ∈ C

(
[0, T ], Lq(Rn)

)
: supp u(t, ·) ⊂ {|x| ≤ t+R} for t ∈ [0, T ]

}
.

This is a Banach space with the norm ‖u‖X(T ) := maxt∈[0,T ] ‖u(t, ·)‖Lq . We introduce the
operator

N : u ∈ X(T )→ Nu := u0 +

∫ t

0

K1(t− s, 0, x) ∗(x) |u(s, x)|p ds for t ∈ (0, T ].

As in Section 2.2.2 our goal is to show that for some T = T (ϕ, ψ) the operator N maps
X(T ) into itself and is Lipschitz continuous for all (u, v) ∈ X(T ) ×X(T ). In other words,
we are going to prove the estimates

‖Nu‖X(T ) ≤ C0(ϕ, ψ) + C1(ϕ, ψ)T
2

n+1‖u‖pX(T ),

‖Nu−Nv‖X(T ) ≤ C2(ϕ, ψ)T
2

n+1‖u− v‖X(T )

(
‖u‖p−1

X(T ) + ‖v‖p−1
X(T )

)
.

Lemma 3.1 shows that u0 ∈ X(T ). Now we use the Lr −Lq estimate, away of the conjugate
line, of Section 3.2.1 for solutions to the free wave equation. Here we take account of the
fact that (1

r
, 1
q
) coincides with the point P1 from Section 3.2.1. Then we have

‖K1(t, 0, x) ∗(x) ψ(x)‖Lq ≤ C t1−
n
r

+n
q ‖ψ‖Lr for t > 0.
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Hence, the integral term can be estimated as follows:∥∥∥∫ t

0

K1(t− s, 0, x) ∗(x) |u(s, x)|p ds
∥∥∥
Lq

≤
∫ t

0

∥∥K1(t− s, 0, ·) ∗(x) |u(s, ·)|p
∥∥
Lq
ds

≤ C

∫ t

0

(t− s)1−n
r

+n
q ‖|u(s, ·)|p‖Lr ds

= C

∫ t

0

(t− s)1−n
r

+n
q ‖|u(s, ·)|‖pLrp ds

≤ C‖u‖pX(T )

∫ t

0

(t− s)1−n
r

+n
q ds ≤ Ct

2
n+1‖u‖pX ,

because of 1 − n
r

+ n
q
> −1 for n ≥ 2. Here we use on the one hand the compact support

property of u(t, ·) and suppose on the other hand that rp ≤ q. The last inequality implies
the condition 1 ≤ p ≤ n+3

n−1
. This leads to Nu ∈ L∞

(
(0, T ), Lq(Rn)

)
. Moreover, using similar

arguments as in the proof to Lemma 3.1 we conclude that N maps X(T ) into itself.
Thanks to Young’s inequality we have

||u|p − |v|p| ≤ C|u− v|(|u|+ |v|)p−1.

Using Hölder’s inequality we conclude

‖|u|p − |v|p‖Lr ≤ C‖u− v‖Lrp
(
‖u‖p−1

Lrp + ‖v‖p−1
Lrp

)
.

Therefore,

‖Nu−Nv‖X(T ) ≤ CT
2

n+1‖u− v‖X(T )

(
‖u‖p−1

X(T ) + ‖v‖p−1
X(T )

)
for any u, v ∈ X(T ). The term T

2
n+1 implies that N is a contraction mapping on X(T ) if

T is sufficiently small. This completes the proof of the existence of a uniquely determined
local (in time) Sobolev solution after applying a contraction argument for a, in general, small
T .

3.3 Nonexistence of global (in time) classical solutions

Now our aim is to introduce tools to show that the Strauss’ conjecture is really true. We
restrict our attention to lower space dimensions only. For higher dimensions, besides the
result in [47], we also refer to [20] for a more elementary treatment.
The main idea is to consider the functional

F (t) =

∫
Rn
u(t, x) dx,
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and to verify that this functional satisfies a nonlinear ordinary differential inequality and,
additionally, admits a lower bound in order to apply a version of Kato’s lemma taken from
[47]. We apply this proposition to prove that a solution can not exist beyond a certain time.

Theorem 3.2. Let n ≤ 3 and u ∈ C2([0, T )× Rn) be a classical solution of

utt −∆u = |u|p, u(0, x) = ϕ(x), ut(0, x) = ψ(x).

Assume that ϕ, ψ ∈ C∞0 (Rn), supp(ϕ, ψ) ⊂ {|x| ≤ R}, where

Cϕ =

∫
Rn
ϕ(x) dx > 0 and Cψ =

∫
Rn
ψ(x) dx > 0.

If 1 < p < p0(n) (p > 1 for n = 1), then T is necessarily finite.

Remark 3.2. Under the assumptions of Theorem 3.2 and the hypothesis ϕ, ψ ∈ C∞0 (Rn) it is
well-known that there exists a unique local (in time) classical solution to the semilinear wave
equation with power nonlinearity for all p > 1. For simplicity, we prove the nonexistence of
global (in time) classical solutions, but the argument does not use at all the smoothness of
the solution, for more details see [47].

Proof. We will not explicitly consider the case n = 1. The proof we will give can be easily
extended to the case n = 1. If n = 1, then no critical value of p appears because the solution
does not decay uniformly to zero as t→∞. So, one can expect blow up for all p > 1.
Let n = 3. By Theorem 3.1, we have supp u(t, ·) ⊂ {|x| ≤ t + R}. Hence, after integration
with respect to the spatial variables (boundary integrals vanish), we obtain

F ′′(t) = d2
t

∫
Rn
u(t, x) dx =

∫
Rn
∂2
t u(t, x) dx =

∫
Rn
|u(t, x)|p dx,

thanks to the divergence theorem. Using the compact support property of u(t, ·) and Hölder’s
inequality with q = p

p−1
we get∣∣∣ ∫

Rn
u(t, x) dx

∣∣∣p =
∣∣∣ ∫
|x|≤t+R

u(t, x) dx
∣∣∣p

≤
(∫
|x|≤t+R

1 dx
) p
q
(∫

Rn
|u(t, x)|p dx

)
≤ C(t+R)n(p−1)F ′′(t).

Thus, we have obtained the following differential inequality:

F ′′(t) ≥ C(t+R)−n(p−1)|F (t)|p for all 0 ≤ t < T.

If u0 = u0(t, x) is a classical solution to the Cauchy problem for the free wave equation
utt −∆u = 0 with data ϕ and ψ, then the divergence theorem implies∫

Rn
u0(t, x) dx = Cψt+ Cϕ.
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In three or lower dimensions the Riemann function K(t−s, 0, ·) is non-negative. So, we may
conclude u(t, x) ≥ u0(t, x). Moreover, in three dimensions the Huygens’ principle states that

suppu0(t, ·) ⊂ Ω =
{
x ∈ R3 : t−R < |x| < t+R

}
for t > R.

Therefore, using Hölder’s inequality we have

Cψt+ Cϕ =

∫
Rn
u0(t, x)dx =

∫
Ω

u0(t, x)dx

≤
∫

Ω

u(t, x)dx ≤ (vol Ω)
p−1
p

(∫
R3

|u(t, x)|pdx
)1/p

≤ C(t+R)
2(p−1)
p

(∫
R3

|u(t, x)|pdx
) 1
p

= C(t+R)
2(p−1)
p (F ′′(t))

1
p .

By our hypothesis, we have Cψ > 0, thus, we may conclude

F ′′(t) ≥ Ct2−p for large t.

Integrating twice gives under the assumption p < 3 the estimate

F (t) ≥ Ct4−p for large t.

Proposition 4.9 implies that T < ∞, provided that 1 < p < 1 +
√

2. Indeed, for n = 3, the
functional F (t) satisfies a nonlinear ordinary differential inequality and, additionally, admits
a lower bound as in Proposition 4.9, where we choose q = 3(p− 1) and r = 4− p. Moreover,
(p−1)r > q−2 if, and only if, p < 1 +

√
2. Hence, the application of Proposition 4.9 implies

T <∞.
By the lack of Huygens’ principle, the proof for n = 2 is more delicate and for more details
we refer to Glassey [12].

3.4 Some remarks - life span estimates

Remark 3.3. Let us explain the solvability behavior of the Cauchy problem

utt −∆u = |u|p, u(0, x) = ϕ(x), ut(0, x) = ψ(x)

in the 3d case. Due to Theorem 3.1, we know that for p ∈ [1, 3] we have a local (in time)
solution belonging to the evolution space C

(
[0, T ], L4(R3)

)
. Theorem 3.2 yields, that this

solution has, in general, a blow up behavior for p ∈ (1, 1 +
√

2). It is known by [46] that for
p = 1 +

√
2 the solution may blow up in finite time for suitable small data. The existence of

global (in time) classical solutions for sufficiently smooth initial data with compact support is
proved in [21] for p ∈ (1 +

√
2, 3]. In [11] the authors proved the existence of global (in time)

Sobolev solutions in the space Lp+1(R3+1, dµ) with a weighted measure dµ for p ∈ (1 +
√

2, 3]
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and for initial data in C∞0 (R3). More recently, under the assumption of radial initial data
ψ ∈ L2(R3) ∩ Lp(R3) (for simplicity take ϕ ≡ 0), in [8] the authors obtained the existence
of global Sobolev solutions u ∈ C

(
[0,∞), L3(R3)

)
, without any assumption on the support of

the data.

Remark 3.4. In Remark 2.3, we verified that the test function method bases on a contra-
diction argument. So this method does not give any information about blow up time or life
span estimate or about the blow up mechanism.
The application of Kato type lemmas (see Proposition 4.9) gives the information that the
functional

F (t) :=

∫
Rn
u(t, x) dx

may blow up in finite time. This describes a blow up mechanism. We can expect also
estimates for the life span time T (ε) (see Remark 3.5).

Remark 3.5. The conclusion of Theorem 3.2 is true even by assuming small data, let us
say, u(0, x) = εϕ(x) and ut(0, x) = εψ(x) with small ε. An important topic of recent research
is to determine the lifespan T = T (ε) of solutions. Here, we define T (ε) = sup{t0 > 0},
where the solution exists on the time interval [0, t0] for arbitrarily fixed (ϕ, ψ). One should
pay attention in which sense solutions do exist, as classical ones, energy solutions, Sobolev
solutions or distributional solutions. In order to have a good overview about results on lower
and upper bounds for the lifespan, we refer to the paper [52].
The following estimates for the lifespan T (ε) were conjectured for 1 < p < p0(n) (n ≥ 3) or
2 < p < p0(2) (n = 2) in [52]:

c ε−
2p(p−1)
γ(p,n) ≤ T (ε) ≤ C ε−

2p(p−1)
γ(p,n) , γ(p, n) = 2 + (n+ 1)p− (n− 1)p2,

where the positive constants c, C are independent of ε. Results verifying this conjecture are
summarized in the following table from [52]:

lower bounds for T (ε) upper bounds for T (ε)
n = 2 Zhou [63] Zhou [63]
n = 3 Lindblad [30] Lindblad [30]
n ≥ 4 Lai-Zhou [27] (rescaling argument of Sideris [47] )

In [52] the author presents a simpler proof for upper bounds for T (ε) by using an improved
Kato type lemma without any rescaling argument.
If p = p0(n), then it was conjectured that

exp
(
c ε−p(p−1)

)
≤ T (ε) ≤ exp

(
C ε−p(p−1)

)
,

where the positive constants c, C are independent of ε. Results verifying this conjecture are
summarized in the following table from [52]:
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lower bounds for T (ε) upper bounds for T (ε)
n = 2 Zhou [63] Zhou [63]
n = 3 Zhou [64] Zhou [64]
n ≥ 4 Lindblad - Sogge [31] Takamura - Wakasa [54]

( for n ≤ 8 or radially symmetric solutions)

3.5 Strauss exponent versus Fujita exponent

3.5.1 Shift of Strauss

In Section 3.1 we introduced the Strauss exponent p0(n) as critical exponent for the Cauchy
problem for the wave equation with source power nonlinearity

utt −∆u = |u|p, u(0, x) = ϕ(x), ut(0, x) = ψ(x).

A dissipation term may have an improving influence on the critical exponent. If we are
interested in the Cauchy problem for the classical damped wave equation

utt −∆u+ ut = |u|p, u(0, x) = ϕ(x), ut(0, x) = ψ(x),

then it is shown in Sections 2.2 and 2.3 that the critical exponent is the Fujita exponent
pFuj(n). It holds pFuj(n) < p0(n). In this way we may understand the improving influence
of the classical dissipation term ut. There exists a class of damped wave models for which
the critical exponent depends somehow on the Fujita exponent and the Strauss exponent as
well. This class is described by scale-invariant linear damped wave operators and reads as
follows:

utt −∆u+
µ

1 + t
ut = |u|p, u(0, x) = ϕ(x), ut(0, x) = ψ(x),

where µ > 0 is a real parameter. It was recently shown in [3] and [4] that pFuj(n) is still the
critical exponent when µ ≥ 5

3
if n = 1, µ ≥ 3 if n = 2 and µ ≥ n+ 2 if n ≥ 3.

It seems to be a challenge to determined the critical exponent in the case µ ∈ (0, n + 2).
In particular, it seems to be interesting to understand the transfer of pFuj(n) to p0(n). The
interested reader can find a first result in [7]. The authors consider the above model for
µ = 2, that is, the Cauchy problem

utt −∆u+
2

1 + t
ut = |u|p, u(0, x) = ϕ(x), ut(0, x) = ψ(x).

In this special case a change of variables transforms this Cauchy problem to the Cauchy
problem

vtt −∆v = (1 + t)−(p−1)|v|p, v(0, x) = v0(x), vt(0, x) = v1(x).

So, one can apply tools for wave models with power nonlinearity and a time-dependent
coefficient. The authors prove the conjecture pcrit(n) = p0(n + 2), so we have a shift of the
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Strauss exponent by 2, in dimensions n = 2, 3. Later the first two authors of [7] proved this
conjecture for all odd dimensions [5]. We still feel an improving influence of the dissipation
term because of pFuj(2) = p0(4) = 2 < p0(2) for n = 2 and pFuj(3) < p0(5) < p0(3) for
n = 3.
To prove the conjecture for n = 2, 3 the authors use the following tools:

1. the blow up technique of Glassey (see [12]), in particular, a Kato type lemma (see
Proposition 4.9) and the considerations in Section 3.3,

2. for n = 2 Klainerman’s vector fields are used to derive a suitable energy estimate in
Klainerman-Sobolev spaces (see [24] and [65]),

3. for n = 3 radial data are supposed and the existence of small data radial solutions is
proved by the aid of pointwise estimates (see [1] and [26]).

3.5.2 Interplay between Strauss and Fujita

The goal of the last section is to explain a non-existence result for global (in time) solutions
of the Cauchy problem for semi-linear wave equation with scale-invariant dissipation and
mass and power non-linearity, i.e., for solutions to the following model:

vττ −∆yv +
µ1

1 + τ
vτ +

µ2
2

(1 + τ)2
v = |v|p, τ > 0, y ∈ Rn,

v(0, y) = v0(y), y ∈ Rn,

vτ (0, y) = v1(y), y ∈ Rn,

(3.1)

assuming in some sense that the damping and the mass terms make the equation hyperbolic-
like from the point of view of the critical exponent diving the set of admissible exponents
into one set which allows to prove a blow-up behavior for global (in time) solutions and a
second set which allows to prove a (global) in time result of at least small data Sobolev
solutions. The previous model is called scale-invariant, since the corresponding linear model
is invariant under the so-called hyperbolic scaling

ṽ(τ, y) = v(λ(1 + τ)− 1, λy), λ > 0.

Let us formulate analytically, in terms of µ1 and µ2
2, the assumption that we require for our

model in this paper.
If we define

δ := (µ1 − 1)2 − 4µ2
2,

then our assumption for these coefficients is

δ ∈ (0, 1]. (3.2)
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The quantity δ describes in some sense the interplay between the damping and the mass
term in (3.1) and in the corresponding linear problem. Considering the transformation

u(t, x) = (1 + τ)
µ1−1

2
+
√
δ

2 v(τ, y) τ = (1 + t)`+1 − 1, y = (1 + `)x, (3.3)

where

` = 1−
√
δ√
δ
, k = 1−µ1−

√
δ

2
√
δ

(p− 1) + 2(1−
√
δ)√

δ
, (3.4)

then we find that u solves the following Cauchy problem:
utt − (1 + t)2`∆xu = (`+ 1)2(1 + t)k|u|p, t > 0, x ∈ Rn,

u(0, x) = u0(x), x ∈ Rn,

ut(0, x) = u1(x), x ∈ Rn,

(3.5)

for suitable u0, u1. In particular, we see that condition (3.2) allows the choice of a non-
negative `. Therefore, we consider the Cauchy problem (3.5) for general ` ≥ 0, k > −2
and nonnegative compactly supported data u0 and u1. Since, we can derive a non-existence
result for global (in time) solutions to this last Cauchy problem, then using the inverse
transformation in (3.3) we obtain a blow-up result for (3.1) provided that (3.2) is satisfied.
Let us sketch the historical background of blow-up results for solutions to the Cauchy problem

wtt −∆xw + b(t)wt +m2(t)w = |w|p, t > 0, x ∈ Rn,

w(0, x) = w0(x), x ∈ Rn,

wt(0, x) = w1(x), x ∈ Rn,

(3.6)

that are related somehow to our scale-invariant model (3.1). In [56] the authors have proved
the blow-up of solutions in the case of sub-Fujita exponents (that is, for 1 < p < pFuj(n) :=
1 + 2

n
) by using a blow-up result for ordinary differential inequalities (cf. [56, Proposition

3.1]). On the other hand, we have drastically less blow-up results concerning classical Klein-
Gordon equations with power nonlinearity on the right-hand side. In [23], for example, a
blow-up result has been proved in space dimensions n = 1, 2, 3 and for sub-Fujita exponents.
Let us now recall some results to semi-linear wave models (3.6) with time-dependent dissi-
pation b(t)wt and without any mass term, where b(t) = µ1(1 + t)−β with β ∈ (−1, 1] and
µ1 > 0. A blow-up result is proved in [29] by using the test function method, if β ∈ (−1, 1)
and provided that 1 < p ≤ pFuj(n). Later in [6] the authors generalized this blow-up result
to more general damping terms b(t)wt by using a modified test function method (cf. [4]).
More precisely, the dissipation b(t)wt, that is considered in [6], is effective according to the
classification given in [59].
Afterwards the case β = 1 was considered in [58]. In this paper the author proves two
blow-up results for the scale-invariant case, for 1 < p ≤ pFuj(n) if µ1 > 1 and for 1 < p ≤
pFuj(n + µ1 − 1) if 0 < µ1 ≤ 1, assuming a suitable integral sign condition for the Cauchy
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data. Also in this case the test function method is used in order to prove these results.
In particular, for µ1 > 1 the same result has been substantially already proved with the
modified test function method in [4].
Recently, in [28] the authors took into consideration the scale-invariant wave equation with
damping in the case in which, in some sense, we call the model hyperbolic-like. They have
shown a nonexistence result for global (in time) solutions for

pFuj(n) ≤ p < p0(n+ 2µ1) and 0 < µ1 <
n2 + n+ 2

2(n+ 2)
,

where the upper bound for µ1 guarantees the non-emptiness of the range for p, by using an
improved version of Kato’s lemma, which allows to control the life-span of the solution from
above (see [52]).
Finally, let us mention blow-up results which are known for the scale-invariant case when
also the mass term is present. In [39, 40] it is proved that the solution blows up for

1 < p ≤ pFuj

(
n+

µ1 − 1−
√
δ

2

)
assuming δ ≥ 0 and suitable sign conditions for the initial data (moreover, in [40], also the
compactness of the supports of data is required). Although the range of p, for which the
solution is not globally in time defined, is the same in both results, a different approach
is used in the corresponding proofs. While in [39] the test function method is considered,
in [40] it is employed a proper modification of the blow-up result for ordinary differential
inequalities introduced first in [56] for the constant coefficients case and adapted then in [38]
for coefficients b(t) = µ1(1 + t)−β, where β ∈ [0, 1).
Furthermore, in [39] a further nonexistence result is shown in the case in which the coefficients
of the damping and mass term satisfy δ = 1. In more detail, it is proved that the solution
blows up in finite time (using Kato’s lemma) provided that

1 < p ≤ max
{
p0(n+ µ1), pFuj

(
n+

µ1

2
− 1
)}

and the data are nonnegative and compactly supported. In particular the case µ1 = 2, µ2
2 = 0

(already considered in [7]) is included as a special case there.
For sake of brevity, we put

φ(τ) := τ`+1

`+1
for τ ≥ 0.

Moreover, if a(t) := (1 + t)` is the time-dependent speed of propagation for the transformed
Cauchy problem (3.5), then we denote by A(t) the primitive of a that vanishes for t = 0,
namely

A(t) :=

∫ t

0

a(s)ds = 1
`+1

(
(1 + t)`+1 − 1

)
= φ(1 + t)− φ(1).

Then we are able to prove in [42] the following blow-up result.
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Theorem 3.3. Assume that u ∈ C2 ([0, T )× Rn) is a classical solution to (3.5) with ` ≥
0, k > −2 and nonnegative, compactly supported initial data (u0, u1) ∈ C2(Rn)×C1(Rn) such
that u0 is not identically 0. If the exponent p > 1 satisfies one of the following conditions:

p < pNE(n; `, k) := max
{
p0(n; `, k), p1(n; `, k)

}
, (3.7)

p = pNE(n; `, k) = p1(n; `, k) if n = 1, (3.8)

p = pNE(n; `, k) = p0(n; `, k) if n ≥ 2, (3.9)

where

p1(n; `, k) :=
(`+ 1)n+ k + 1

(`+ 1)n− 1

and p0(n; `, k) is the positive root of the quadratic equation

((`+ 1)n− 1)p2 − ((`+ 1)n+ 2k + 1− 2`)p− 2(`+ 1) = 0, (3.10)

then u blows up in finite time, that is, T <∞.

Remark 3.6. Using the same notations of the previous statement, we find in particular that
for ` = k = 0 the exponent p0(n; `, k) coincides with the Strauss exponent p0(n). Moreover,
since p1(n; 0, 0) = n+1

n−1
< p0(n) for any n ≥ 2, we find the well-known blow-up result for the

free wave equation with power non-linearity in the special case ` = k = 0.
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4 Background material-Useful inequalities

First we remember a corollary of the Riesz-Thorin interpolation theorem (see [55]) for linear
continuous operators

T ∈ L
(
Lp(Rn)→ Lq(Rn)

)
mapping Lp(Rn) into Lq(Rn). The main concern of the Riesz-Thorin interpolation theorem
is to explain that if a linear operator T is defined on both Lp0(Rn) and Lp1(Rn) and maps
boundedly into Lq0(Rn) and Lq1(Rn), respectively, then the operator can be interpolated to
yield a bounded operator on Lpθ(Rn) into Lqθ(Rn), where pθ and qθ are appropriately defined
intermediate exponents.

Proposition 4.1. Let 1 ≤ p0, p1, q0, q1 ≤ ∞. If T is a linear continuous operator from

L
(
Lp0(Rn)→ Lq0(Rn)

)
∩ L
(
Lp1(Rn)→ Lq1(Rn)

)
,

then T belongs to
L
(
Lpθ(Rn)→ Lqθ(Rn)

)
for each θ ∈ (0, 1),

too, where
1

pθ
=

1− θ
p0

+
θ

p1

and
1

qθ
=

1− θ
q0

+
θ

q1

.

Moreover, the following norm estimates are true:

‖T‖L(Lpθ (Rn)→Lqθ (Rn)) ≤ ‖T‖1−θ
L(Lp0 (Rn)→Lq0 (Rn))‖T‖

θ
L(Lp1 (Rn)→Lq1 (Rn)).

One application of this proposition is in proving Young’s inequality.

Proposition 4.2. (Young’s inequality)
Let f ∈ Lr(Rn) and g ∈ Lp(Rn) be two given functions. Then the following estimates hold
for the convolution u := f ∗ g:

‖u‖Lq ≤ ‖f‖Lr‖g‖Lp for all 1 ≤ p ≤ q ≤ ∞ and 1 +
1

q
=

1

r
+

1

p
.

Proof. First, we use

‖u‖L1 ≤ ‖f‖L1‖g‖L1 and ‖u‖L∞ ≤ ‖f‖L1‖g‖L∞ .

The Proposition 4.1 implies

‖u‖Lq ≤ ‖f‖L1‖g‖Lq for all q ∈ [1,∞].

Finally, taking account of Hölder’s inequality

‖u‖L∞ ≤ ‖f‖Lp‖g‖Lq ,
1

q
+

1

p
= 1,

and again of Proposition 4.1 leads to the desired statement.
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Sometimes one needs interpolation between Sobolev spaces. Here we refer to the following
interpolation result from [44], Theorem A.10.

Proposition 4.3. Let the linear operator T satisfy

T : W n
1 (Rn)→ L∞(Rn), bounded with norm M0,

T : L2(Rn)→ L2(Rn), bounded with norm M1.

Then there exist constants C1 = C1(q, n) and C2 = C2(q, n) such that the operator T satisfies
the following mapping properties, too:

T : WNp
p (Rn)→ Lq(Rn), bounded with norm Mq ≤ C1M

1−θ
0 M θ

1 ,

T : HNp
p (Rn)→ Lq(Rn), bounded with norm Mq ≤ C2M

1−θ
0 M θ

1

with p ∈ (1, 2), 1
p

+ 1
q

= 1, θ = 2
q

and Np > n(1
p
− 1

q
).

The following inequality can be found in [9], Part 1, Theorem 9.3.

Proposition 4.4. (classical Gagliardo-Nirenberg inequality)
Let j,m ∈ N with j < m, and let u ∈ Cm

0 (Rn), i.e. u ∈ Cm(Rn) with compact support. Let
θ ∈ [ j

m
, 1], and let p, q, r in [1,∞] be such that

j − n

q
=
(
m− n

r

)
θ − n

p
(1− θ).

Then

‖Dju‖Lq ≤ Cn,m,j,p,r,θ‖Dmu‖θLr ‖u‖1−θ
Lp

provided that (
m− n

r

)
− j 6∈ N, that is,

n

r
> m− j or

n

r
6∈ N.

If (
m− n

r

)
− j ∈ N,

then Gagliardo-Nirenberg inequality holds provided that θ ∈ [ j
m
, 1).

Remark 4.1. Let us give some explanations. If j = 0, m = 1 and r = p = 2, then the
Gagliardo-Nirenberg inequality reduces to the special Gagliardo-Nirenberg inequality

‖u‖Lq ≤ C‖∇u‖θ(q)L2 ‖u‖1−θ(q)
L2 ,

where θ(q) is given from the equation

−n
q

=
(

1− n

2

)
θ(q)− n

2

(
1− θ(q)

)
= θ(q)− n

2
.
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It is clear that θ(q) ≥ 0 if, and only if, q ≥ 2. Analogously θ(q) ≤ 1 if, and only if,
either n = 1, 2 or q ≤ 2n

n−2
. Applying a density argument the above inequality holds for any

u ∈ H1(Rn). Assuming q <∞, then the special Gagliardo-Nirenberg inequality holds for any
finite q ≥ 2 if n = 1, 2 and for any q ∈ [2, 2n

n−2
] if n ≥ 3.

There exist numerous generalizations of the classical Gagliardo-Nirenberg inequality. As an
example we present the following fractional Gagliardo-Nirenberg type inequality from [14].

Proposition 4.5. The generalized Gagliardo-Nirenberg inequality

‖u‖Ḃsp,q ≤ C‖u‖1−θ
Ḃ
s0
p0,∞
‖u‖θ

Ḃ
s1
p1,∞

holds for all u ∈ Ḃs0
p0,∞(Rn) ∩ Ḃs1

p1,∞(Rn) if, and only if,

n

p
− s = (1− θ)

( n
p0

− s0

)
+ θ
( n
p1

− s1

)
,
n

p0

− s0 6=
n

p1

− s1,

s ≤ (1− θ)s0 + θs1, and p0 = p1 if s = (1− θ)s0 + θs1,

where 0 < q <∞, 0 < p, p0, p1 ≤ ∞, s, s0, s1 ∈ R1, θ ∈ (0, 1).

We use the following corollary from Proposition 4.5.

Corollary 4.1. Let a ∈ (0, σ). Then, we have the following inequality for m ∈ (1,∞):

‖|D|au‖Lq ≤ C‖|D|σu‖θa,σ(q,m)
Lm ‖u‖1−θa,σ(q,m)

Lm for all u ∈ Hσ
m(Rn),

where

a

σ
≤ θa,σ(q,m) < 1 and θa,σ(q,m) =

n

σ

( 1

m
− 1

q
+
a

n

)
,

hence, m ≤ q <
mn

[n+m(a− σ)]+
.

Proof. We use the notations from the monograph [45]. The operator |D|a generates an
isomorphism from Lp(Rn) onto Ḣ−ap (Rn) for p ∈ (1,∞) and a ∈ R1 (see [2] or [57]). The

space Ḣ−ap (Rn) coincides with Ḟ−ap,2 (Rn) for p ∈ (1,∞) (see [49]). The continuous embedding

Ḃs
p,min{p,2}(Rn) ↪→ Ḟ s

p,2(Rn) ↪→ Ḃs
p,∞(Rn)

(see [57]) implies the inequality

‖|D|au‖Lq ≤ C‖u‖Ḃa
q,min{q,2}

.

Now we apply the Gagliardo-Nirenberg inequality from Proposition 4.5 in the form

‖u‖Ḃa
q,min{q,2}

≤ C‖u‖θa,σ(q,m)

Ḃσm,∞
‖u‖1−θa,σ(q,m)

Ḃ0
m,∞

,
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where all assumptions for its application are satisfied. Finally, the desired inequality follows
by the chain of inequalities

‖|D|au‖Lq ≤ C‖u‖θa,σ(q,m)

Ḃσm,∞
‖u‖1−θa,σ(q,m)

Ḃ0
m,∞

≤ C‖|D|σu‖θa,σ(q,m)

Ḟ 0
m,2

‖u‖1−θa,σ(q,m)

Ḟ 0
m,2

≤ C‖|D|σu‖θa,σ(q,m)
Lm ‖u‖1−θa,σ(q,m)

Lm .

This completes the proof.

Remark 4.2. The statement of Corollary 4.1 remains true for

a

σ
≤ θa,σ(q,m) ≤ 1, hence, m ≤ q ≤ mn

n+m(a− σ)

(see [41]).

Sometimes the following result from [45] for fractional powers is very helpful.

Proposition 4.6. Let p > 1 and v ∈ Hs
m(Rn), where s ∈

( n
m
, p
)

. Then the following

estimates hold:

‖|v|p‖Hs
m
≤ C‖v‖Hs

m
‖v‖p−1

L∞ ,

‖v|v|p−1‖Hs
m
≤ C‖v‖Hs

m
‖v‖p−1

L∞ .

We derive the following corollary from Proposition 4.6.

Corollary 4.2. Under the assumptions of Proposition 4.6 the following estimates hold:

‖|v|p‖Ḣs
m
≤ C‖v‖Ḣs

m
‖v‖p−1

L∞ ,

‖v|v|p−1‖Ḣs
m
≤ C‖v‖Ḣs

m
‖v‖p−1

L∞ .

Proof. We only prove the first inequality. For this reason we write the estimate from Propo-
sition 4.6 in the form

‖|v|p‖Ḣs
m

+ ‖|v|p‖Lm ≤ C
(
‖v‖Ḣs

m
+ ‖v‖Lm

)
‖v‖p−1

L∞ .

Using instead of v the dilation vλ(·) := v(λ·) in the last inequality we obtain with

‖uλ‖Ḣs
m

= λs−
n
m‖u‖Ḣs

m
and ‖uλ‖Lm = λ−

n
m‖u‖Lm

and with λ to infinity the desired inequality. The other inequality can be proved in the same
way.

The Littlewood-Paley decomposition is a localization procedure in the frequency space for
tempered distributions. One of the main motivations for introducing such a localization
when dealing with nonlinear partial differential equations is that the derivatives act almost
as homotheties on distributions with Fourier transform supported in a ball or an annulus.
More precisely, we have the following proposition.
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Proposition 4.7. (Bernstein’s inequalities)
Let D be an annulus and B a ball. Then there exists a constant C such that for any nonneg-
ative integer k, any couple of real (p, q) so that q ≥ p ≥ 1 and for any function u ∈ Lp(Rn)
with supp (F (u)) ⊂ λB for some λ > 0, we have

sup
|α|=k
‖∂αxu‖Lq ≤ Ck+1λk+n( 1

p
− 1
q

)‖u‖Lp .

On the other hand, if supp (F (u)) ⊂ λD for some λ > 0, then

C−k−1λk‖u‖Lp ≤ sup
|α|=k
‖∂αxu‖Lp ≤ Ck+1λk‖u‖Lp .

The proof of decay estimates or blow-up behavior of solutions to nonlinear Cauchy problems
often relies on ordinary differential inequalities.

Proposition 4.8. Let y = y(t) be a bounded nonnegative function on the interval [0, T ), T >
0, satisfying the integral inequality

y(t) ≤ k0(1 + t)−α + k1

∫ t

0

(1 + t− s)−β(1 + s)−γy(s)µ ds

for some constants k0, k1 > 0, α, β, γ ≥ 0 and 0 ≤ µ < 1. Then we have the estimate

y(t) ≤ C(1 + t)−θ

for some constant C > 0 and

θ = min
{
α; β;

γ

1− µ
;
β + γ − 1

1− µ

}
with an exception given in the case α ≥ θ̃ and

θ̃ := min
{
β;

γ

1− µ

}
=
β + γ − 1

1− µ
≤ 1,

whereas
y(t) ≤ C(1 + t)−θ̃(log(2 + t))

1
1−µ .

Remark 4.3. The conclusion of Proposition 4.8 is also true for the case µ = 1. In particular,
if γ > 0 and β + γ − 1 > 0, we may take θ = min{α; β}.

Proof. First we consider the case µ = 0. Let us divide the interval [0, t] into two subinter-
vals [0, t

2
] and [ t

2
, t]. It holds

1

2
(1 + t) ≤ (1 + t− s) ≤ 1 + t for any s ∈

[
0,
t

2

]
,

1

2
(1 + t) ≤ (1 + s) ≤ 1 + t for any s ∈

[ t
2
, t
]
.
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Hence, using the change of variables τ = t− s if needed, we get

I(t) :=

∫ t

0

(1 + t− s)−β (1 + s)−γ ds

≤ (1 + t)−β
∫ t

2

0

(1 + s)−γ ds+ (1 + t)−γ
∫ t

t
2

(1 + t− s)−β ds

= (1 + t)−β
∫ t

2

0

(1 + s)−γ ds+ (1 + t)−γ
∫ t

2

0

(1 + τ)−β dτ

≈ (1 + t)−min{β;γ}
∫ t

2

0

(1 + s)−max{β;γ} ds.

Therefore

I(t) ≤ C


(1 + t)−min{β;γ} if max{β; γ} > 1,

(1 + t)−min{β;γ} log(2 + t) if max{β; γ} = 1,

(1 + t)1−β−γ if max{β; γ} < 1.

The proof of the desired estimate follows immediately for µ = 0. If 0 < µ < 1, then we
define

M(t) := sup
0≤s≤t

(1 + s)θy(s).

So we may write

y(t) ≤ k0(1 + t)−α + k1

∫ t

0

(1 + t− s)−β(1 + s)−γ−µθ ds M(t)µ.

If max{β; γ + µθ} 6= 1, following the ideas to estimate I(t), we get

y(t) ≤ k0(1 + t)−α + C(1 + t)−θ
]

M(t)µ,

with θ] = min{β; γ + µθ; β + γ + µθ − 1}. One may verify that min{α; θ]} = θ. Hence,

(1 + t)θy(t) ≤ k0 + CM(t)µ.

Thanks to 0 < µ < 1, this inequality implies M(t) ≤ C and the proof is concluded. The
exceptional case max{β; γ + µθ} = 1 can be treated in a similar way.

In Section 3.3 we apply the following version of Kato’s lemma to prove a blow-up behavior
of solutions to the Cauchy problem for semilinear wave equations.

Proposition 4.9. Suppose F ∈ C2[a, b) and assume that for a ≤ t < b we have

F (t) ≥ C0(k + t)r, F ′′(t) ≥ C1(k + t)−qF (t)p,

for some positive constants C0, C1 and k. If p > 1, r ≥ 1 and (p− 1)r > q − 2, then b must
be finite.
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Proof. By the hypotheses of the lemma we get

F ′′(t) ≥ C1(k + t)−qCp
0 (k + t)pr ≥ C(k + t)pr−q.

After integration one has

F ′(t)− F ′(a) ≥ C

∫ t

a

(k + s)pr−q ds.

Taking into consideration pr− q ≥ −1 the last inequality implies that unless b is finite F ′(t)
must be positive for t sufficiently large. Thus, one may assume that there exists an a0 such
that a < a0 < b and

F ′(t) > 0 for all t ∈ [a0, b).

It follows from the assumptions on p, q and r that

1

p
< 1− q − 2

pr
.

Hence, there is a θ ∈ (0, 1) such that

1

p
< θ < 1− q − 2

pr
.

By interpolating between the assumed inequalities, one has

F ′′(t) ≥ C1(k + t)−q F (t)θp+(1−θ)p ≥ C(k + t)rp(1−θ)−q F (t)θp.

Our choice of θ implies α = θp > 1 and β = q − rp(1 − θ) < 2. Without loss of generality
one can set β ≥ 0. This leads to

F ′′(t)F ′(t) ≥ C(k + t)−β F (t)α F ′(t).

Integration of the last inequality yields

1

2

(
F ′(t)2 − F ′(a0)2

)
≥ C

∫ t

a0

(k + s)−βF (s)αF ′(s) ds

≥ C2(k + t)−β
(
F (t)1+α − F (a0)1+α

)
.

Note that we can choose the constant C2 so small that

F ′(a0)2 ≥ 2C2(k + a0)−βF (a0)1+α.

Here we take account of F ′(a0) > 0. It follows that

F ′(t)2 ≥ 2C2(k + t)−βF (t)1+α,

and, therefore,

F (t)−
1+α
2 F ′(t) ≥ C(k + t)−

β
2

for all a0 < t < b. One final integration yields (α > 1)

F (a0)
1−α
2 − F (t)

1−α
2 ≥ C

(
(k + t)1−β

2 − (k + a0)1−β
2

)
.

Since β < 2, it is clear that the time variable t can not be arbitrarily large.
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[58] Y. Wakasugi, Critical exponent for the semilinear wave equation with scale invariant
damping. Fourier Analysis, Trends Math., Birkhaäuser/Springer, Cham, 2014, 375-390.
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