Univariate time series

Optimal linear forecast
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Optimal linear forecast

Based on an infinite
past

Let (Xt);cz be a stationary process.

Let H' . (X) be the space spanned by linear combinations
of (Xj);<, and 1.

The (one step) optimal linear forecast de X; given its past is:

Xe =E (X; /HE (X))

The one step optimal linear forecast errors ¢, = X; — X; are
called innovations.



Proposition

Based on an infinite
past

The innovations process is a white noise.
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Method

Based on a finite past

For a stationary process (X:),cy, We use recursive algorithms
in order to calculate the forecast of X771 based on
(X1,..., X7).



With the Durbin-Levinson algorithm: one step
forecast 1/3

Based on a finite past

The one step forecast of X741 based on (Xi,...,X7) is:
R R T
Xr(1) =Xry1 =Y ai(T) X741

i=1

where:



With the Durbin-Levinson algorithm: one step
forecast 2/3

Based on a finite past

The one step forecast of X7, based on (Xi,...,X741) is:

T+1

X742 = Z ai (T +1)X7yoi
i—1

where:



With the Durbin-Levinson algorithm: one step
forecast 3/3

We can use the Durbin-Levinson algorithm in order to obtain

coefficients (a1 (T +1),...,a7+1 (T + 1)) based on S ona e et
coefficients (a1 (h), ..., an (h)peq1,. 1)

Moreover there is a relationship between mean squared

errors. With:

. 2
vr =E [(XT—H - XT+1) ]
- 2
=K <X7+1 - Z ai(T)XT+1—i>
i—1
we have:

VT4+1 = VT |:1— (3T+1(T+1))2} = VT [1— r2(T+1)] .



With the Durbin-Levinson algorithm: multiple
step forecast
The one step forecast of X714, with k € {2,.. -1},
based on (Xi,...,X7) is:
R k—1 R T
Xr(k)=>ai(T)Xr (k= i)+ > ai(T) X714
i=1 i=k

Notice that one must have kK < T.



Introducing the innovation algorithm 1/4

Based on a finite past

The one step forecast of X741 based on (Xi,...,X7) is:
R R T
X1(1) = X741 = Z ai(T)X141-i-
i=1
Innovations are:

T

ET+1 = XT+1 - XT+1 = XT+1 - Z ai(T)XT+1—i'
i=1



Introducing the innovation algorithm 2/4

We have:
€1 X1
=ATH1
ET+1 XT4+1
with:
[ 1 0
—ai(1) 1 0
At = | —a(2) —ai1(2) 1

—adt (T) —dar_—1 (T)

—ai (T)

Based on a finite past



Introducing the innovation algorithm 3/4

So:
X1 €1 €1 Based on a finite past
=A7L | 1 | =Cma
XT4+1 €T+1 €T+1
where:
[ 1 0 0 |
61(1) 1 0 ... 0

Crii=| 6,(2)  61(2) 1

0:(T) O7_1(T) ... 6:(T) 1



Introducing the innovation algorithm 4/4

Finaly:
)?1 X1 €1 Based on a finite past
X741 XT4+1 ET+1
€1
= [Cry1— I741]
ET+1
[ X1 )?1

= [Cri1— IT44] : -

X711 X141



The innovation algorithm

Based on a finite past

~ 2
With the notation v, = E [(xh+1 - x,,H) } we have:

> vo = (0),
> Vie{l,....h—1}:

1
On—i(h) = — 2911 i) On—j (h)vi |,

Vi

> vh=7(h+1) = X062, (h)vi.
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Definition

Let (X:),c; be a stationary process. Wold decomposition
(Xt);ez is a regular (or non deterministic) process if:

E [(Xt - )?t)Z] > 0.

(Xt);ez is a singular (or deterministic) process if:

E [(Xt - fqﬂ = 0.



Wold decomposition

If (Xt);c7 is a regular stationary process then there exists a i
unique decomposition (named Wold decomposition):

+o0
VteZ: X; = €t+z¢i5t—i+ Vi
i=1
where:
> (€t)¢ez is @ white noise,
» (V4),cz is a singular process, uncorrelated with (X;),cy,
+
» ST P < o0
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