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GROUP ACTION AND L2-NORM ESTIMATES OF GEOMETRIC PROBLEMS

THANG PHAM

ABSTRACT. In 2017, by using the group theoretic approach, Bennett, Hart, Iosevich,

Pakianathan, and Rudnev obtained a number of results on the distribution of simplices

and sum-product type problems. The main purpose of this paper is to give a series of new

applications of their powerful framework, namely, we focus on the product and quotient

of distance sets, the L2-norm of the direction set, and the L2-norm of scales in difference

sets.

1. INTRODUCTION

Let Fq be a finite field of order q, where q is a prime power. Let O(d) be the orthogonal

group of d by d matrices with entries in Fq.

Given an integer k ≥ 1, we say that two k-simplices in F
d
q with vertices (x1, . . . , xk+1) and

(y1, . . . , yk+1) are in the same congruence class if ||xi−x j|| = ||yi− yj|| for all 1≤ i 6= j ≤ k+1.

Here ||xi − x j|| = (xi1 − x j1)2 + ·· · + (xid − x jd)2. This is equivalent to say that there exist

θ ∈O(d) and z ∈ F
d
q such that yi = θxi+ z for all 1≤ i ≤ k+1. Given a set E ⊂ F

d
q , we denote

the set of congruence classes of k-simplcies determined by E by Td
k

(E).

The question of finding the smallest threshold α such that |Td
k

(E)| ≫ q(k+1
2 ) whenever

|E| ≫ qα has a rich history, for instance, see [9, 24, 10, 3, 21]. The best current result is

due to Bennett, Hart, Iosevich, Pakianathan, and Rudnev in [2]. More precisely, by using

the group theoretic approach, they proved that for all 1 ≤ k ≤ d, if |E| ≫ qd− d−1
k+1 , then

|Td
k

(E)| ≫ q(k+1
2 ). In two dimensions, they are able to obtain better exponents, namely,

8/5 for k = 2 and 4/3 for k = 1. We also note that when k = 1, this problem is known as

the Erdős-Falconer distance problem in the literature, we refer the interested reader to

[20, 15] for the recent progress.

It is worth noting that the group action techniques are not only useful in discrete setting,

but it is also very powerful in the continuous setting. One example, we have to mention

here, is an L2 identity due to Liu [17], which plays an important role in the recent break-

through on the pinned Falconer distance problem [5, 6]. Similar results of this approach

can also be found in [7, 8, 18].
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The main purpose of this paper is to provide a series of new applications of this group

theoretic approach, namely, on the product and quotient of distance sets, the L2-norm of

the direction set, and the L2-norm of scales in difference sets.

Throughout this paper, we denote the set of square elements in Fq by (Fq)2, and by X ≫Y

we mean there exists an absolutely positive constant C such that X ≥ CY .

1.1. Product and Quotient of distance sets. For E ⊂ F
2
q, the distance set ∆(E) is the

set of all distances determined by pairs of points in E, namely,

∆(E) := {||x− y|| : x, y ∈ E} .

We define the product, quotient, and sum of ∆(E) as follows:

∆(E)

∆(E)
:=

{a

b
: a, b ∈∆(E)

}
, ∆(E) ·∆(E) := {a ·b : a, b ∈∆(E)} ,

and

∆(E)+∆(E) := {a+b : a, b ∈∆(E)} .

Our first result is on the size of ∆(E) ·∆(E).

Theorem 1.1. For E ⊂ F
2
q with |E|≫ q8/7, we have

|∆(E) ·∆(E)| ≫ q.

For comparison, one can use graph theoretic techniques or discrete Fourier analysis to

prove the same exponent for the sum set ∆(E)+∆(E), for instance, see [22]. It is necessary

to say that the study of the product set would be much harder than the case of the sum

set, the main reason comes from the observation that ∆(E)+∆(E) =∆(E×E), so the sum

set can be reduced to the original distance problem for Cartesian product sets, which

possesses some nicely additive structures. As a consequence, when q is a prime, it has

been shown in [4] that the exponent 8/7 can be improved to 11/10. For the sum of two

different distance sets, we refer the reader to [14] for more details. We also want to

emphasize here that it is difficult to extend the methods from [4, 14, 22] to study the case

of product set ∆(E) ·∆(E). As in the Erdős-Falconer distance problem, the conjectured

exponent for product of distance sets should be 1.

For quotient of distance sets, by using discrete Fourier analysis, Iosevich, Koh, and Par-

shall [11] proved that if |E| ≥ 9q, then

(1.1)
∆(E)

∆(E)
= Fq.

They also constructed examples to show that the condition |E| ≫ q is optimal. There

are two perspectives we want to mention here: their proof is very sophisticated, and it

only tells us that the quotient contains the whole field, so given an element r ∈ Fq, it is
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not clear how many tuples (a, b, c, d) ∈ E4 such that ||a− b||/||c−d|| = r. Using the group

theoretic method, we prove the following.

Theorem 1.2. For E ⊂ F
2
q with q ≡ 3 mod 4. Assume that |E|≫ q, then for each non-zero

square r in Fq, the number of quadruples (a, b, c, d)∈ E4 such that ||a−b||/||c−d|| = r is at

least ≫|E|4q−1. In particular,
(
Fq

)2 ⊆
∆(E)

∆(E)
.

We remark that the condition q ≡ 3 mod 4 is needed in the proof of this theorem, which

helps to avoid pairs of zero distances.

1.2. Distribution of directions. Given E ⊂ F
2
q, the L2-norm of the direction set bounds

the number of quadruples (u,v, x, y)∈ E4 such that

(1.2) (u−v)=λ · (x− y), x 6= y, u 6= v,

for some λ 6= 0. We denote the number of such quadruples by L2(DE). In the next theorem,

we give an upper bound for this quantity.

Theorem 1.3. For E ⊂ F
2
q, we have

∣∣∣∣L
2(DE)−

|E|4

q

∣∣∣∣≪ q2|E|2.

If we are interested in the number of directions spanned by a set E ⊂ F
2
q, then Theorem

1.3 says that we have at least ≫ q directions as long as |E|≫ q3/2. However, it is known in

the literature that the condition |E| ≫ q would be sufficient, see [12] for example. When

the size of E is very small, say |E|≪ q, we refer the reader to [23] for related results.

1.3. Scales in difference sets. For E ⊂ F
2
q, an element λ ∈ Fq is called a scale in the

difference set E−E if there exist u1,v1, u2,v2 ∈ E such that

(u1−v1)=λ(u2−v2).

We denote the set of all scales in E − E by E−E
E−E

. In this paper, we are interested in

bounding the L2-norm, i.e. the number of tuples (u1,v1, u2,v2, u3,v3, u4,v4) ∈ E8 such

that

(u1−v1)=λ(u2−v2), (u3−v3)=λ(u4−v4),

for some λ 6= 0. We denote the number of such tuples by L2(SE).

With the same approach, we have an upper bound for the L2-norm of scales.

Theorem 1.4. For E ⊂ F
2
q, we have

∣∣∣∣L
2(SE)−

|E|8

q3

∣∣∣∣≪|E|6 + q2|E|5.
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For the set of scales, it is not hard to show that if |E|≫ q3/2, then E−E/E−E covers the

whole field. Roughly speaking, under the condition |E|≫ q3/2, one can find a line with at

least q1/2 points from E, then without loss of generality, we assume that line is defined

by y = 0. So the problem is reduced to one dimensional version, namely, A− A/A− A for

some A ⊂ Fq. It is well-known that A− A/A− A = Fq when |A| ≫ q1/2, see [1, Lemma 1]

for example. We leave this to the reader for checking in detail. The exponent 3/2 is also

optimal, for example, take q = p2 and E = Fp ×Fq, then
∣∣E−E

E−E

∣∣= p = o(q).

It follows from Theorems 1.3 and 1.4 that L2(DE) = (1+ o(1))|E|4/q and L2(SE) = (1+
o(1))|E|8/q3 whenever |E|≫ q3/2 and |E|≫ q5/3, respectively. We do not believe these two

theorems are sharp, and offer the following conjectures.

Conjecture 1.5. Let E be a subset of F2
q. If |E|≫ q1+ǫ for any ǫ> 0, then

L2(DE)= (1+ o(1))
|E|4

q
.

Conjecture 1.6. Let E be a subset of F2
q. If |E|≫ q

3
2
+ǫ for any ǫ> 0, then

L2(SE)= (1+ o(1))
|E|8

q3
.

The final remark is that all results in this paper can be extended to higher dimensions in

the same way, but the proofs will become much complicated, for instance, in the proofs of

Theorems 1.1 and 1.2, one has to count the number of pairs of zero distances, which can

be done by using a number of results from Restriction theory [13]. Therefore, to keep this

paper simple, we only present results in two dimensions.

2. NOTATIONS FROM DISCRETE FOURIER ANALYSIS

In this section, we recall some notations and results from discrete Fourier analysis which

will be needed for our coming proofs in next sections.

Given a complex function f : Fd
q →C, the Fourier transform of f is defined by

f̂ (ξ)=
1

qd

∑

x∈Fd
q

f (x)χ(−x ·ξ),

where χ is a fixed non-trivial additive character of Fq.

Using the orthogonality property of χ, i.e.

∑

x∈Fd
q

χ(x ·ξ) =
{

0 if ξ 6= 0,

qd if ξ= 0,
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one can prove that

f (x)=
∑

ξ∈Fd
q

f̂ (ξ)χ(ξ · x).

In this setting, the Plancherel formula reads as
∑

ξ∈Fd
q

| f̂ (ξ)|2 = q−d
∑

x∈Fd
q

| f (x)|2.

When f is the indicator of a given set E ⊂ F
d
q , one has

∑

ξ∈Fd
q

|Ê(ξ)|2 = q−d|E|.

The following lemma is known as the finite field analog of the spherical average in the

classical Falconer distance problem [19, Chapter 3].

Lemma 2.1.

max
t∈Fq\{0}

∑
||η||=t

|Ê(η)|2 ≪
|E|3/2

q3
.

A proof of this lemma can be found in [3, Lemma 4.4].

3. PROOF OF THEOREM 1.1

It is well-known that for u,v, x, y ∈ F
d
q , if ||u− v|| = ||x− y||, then there exist θ ∈ O(d) and

z ∈ F
d
q such that

θu+ z = x, θv+ z = y.

We now show that a similar statement holds for the case of product of distance sets.

Lemma 3.1. Set

G1 =
{
diag(r1θ1, r2θ2) ∈ M2d×2d : r1 · r2 = 1,θ1,θ2 ∈O(d)

}
,

and G =G1 ×F
2d
q . For x1, x2, x3, x4, y1, y2, y3, y4 ∈ F

d
q , if

||x1 − y1|| · ||x2 − y2|| = ||x3 − y3|| · ||x4 − y4|| 6= 0,
||x4 − y4||
||x2 − y2||

∈ (Fq)2,

then there exists g ∈G such that

g(x1, x2)T = (x3, x4)T , g(y1, y2)T = (y3, y4)T .

Proof. If

||x1 − y1|| · ||x2 − y2|| = ||x3 − y3|| · ||x4 − y4|| 6= 0,

then
||x1 − y1||
||x3 − y3||

=
||x4 − y4||
||x2 − y2||

.
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Set r = ||x4−y4||
||x2−y2|| . From our assumptions, we know that r is a square, say, say, r = t2 for

some t 6= 0. This infers that

||(1/t)x1 − (1/t)y1|| = ||x3 − y3||.

Hence, we can find θ1 ∈O(d) and z1 ∈ F
d
q such that

(1/t)θ1x1 + z1 = x3, (1/t)θ1 y1 + z1 = y3.

Similarly, from the fact that

||x4 − y4|| = ||tx2 − ty2||,
we can find θ2 ∈O(d) and z2 ∈ F

d
q such that

tθ2x2 + z2 = x4, tθ2 y2 + z2 = y4.

In other words, g = (1/tθ1, tθ2)× (z1, z2) ∈G is the element we want to find. �

Proof of Theorem 1.1. Let

A = {(a, b)∈ E×E : ||a−b|| ∈ (Fq)2 \{0}},

and

B = E×E \ (A∪ {(a, b)∈ E×E : ||a−b|| = 0}) .

Let N0(E) be the number of pairs (a, b) ∈ E×E such that ||a− b|| = 0. We know from [16,

Proposition 2.4] that

N0(E)≪
|E|2

q
+ q|E|≪ |E|2,

when |E| ≫ q. Thus, either |A| or |B| is bounded from below by |E|2/2. Without loss of

generality, we assume that |B|≫ |E|2/2. For any λ ∈ (Fq)2 \{0}, define

ν(λ) := #{(x1, y1, x2, y2) ∈B2 : ||x1 − y1|| · ||x2 − y2|| =λ}.

We have ∑

λ∈(∆(E)·∆(E))∩(Fq)2\{0}

ν(λ)≫|E|4.

By the Cauchy-Schwarz inequality, one has

∑

λ∈∆(E)∩(Fq)2\{0}

ν(λ)≪|∆(E)|1/2 ·
(

∑

λ∈Fq

ν(λ)2

)1/2

.

In the next step, we are going to bound
∑

λ∈Fq
ν(λ)2 from above. For θ = diag(r1θ1, r2θ2) ∈

G1 and z = (z1, z2) ∈ F
2
q ×F

2
q, we define µθ(z) to be the number of tuples (x1, x2, x3, x4) ∈ E4

such that

θ(x1, x2)T + (z1, z2)T = (x3, x4)T .

Then we observe that ∑

λ

ν(λ)2 ≤
∑

θ∈G1,z∈F4
q

µθ(z)2.
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It suffices to prove that
∑

θ∈G1,z∈F4
q

µθ(z)2 ≪
|E|8

q
,

whenever |E|≫ q8/7.

Set F = E×E. One has

µθ(z)=
∑

x1,x2∈F2
q

F(x1, x2)F
(
θ(x1, x2)T + z

)

=
∑

x1,x2∈F2
q

F(x1, x2)
∑

m∈F4
q

F̂(m)χ
(
m · (θ(x1, x2)T + z)

)

= q4
∑

m∈F4
q

F̂(m)F̂(−θT m)χ(m · z).

Hence,

µ̂θ(ξ)= q4F̂(−ξ)F̂(θTξ).

Therefore, for a fixed θ ∈G1,

∑

ξ∈F4
q

|µ̂θ(ξ)|2 =
|F|4

q8
+

∑

ξ6=0

|µ̂θ(ξ)|2.

By writing ξ= (ξ1,ξ2) ∈ F
2
q ×F

2
q and recall that F = E×E, we have

∑

θ∈G1, ξ∈F4
q\{0}

|µ̂θ(ξ)|2 = q8
∑

θ,ξ6=0

|F̂(−ξ)|2|F̂(θTξ)|2

= q8
∑

θ

∑

ξ1=0,ξ2 6=0

+q8
∑

θ

∑

ξ6=0,ξ2=0

+q8
∑

θ

∑

ξ1 6=0,ξ2 6=0

=: I + I I + I I I.

For I, by Plancherel, one has

I = q8
∑

θ1,θ2∈O(2)

∑
r1,r2: r1·r2=1

∑

ξ1=0,ξ2 6=0

|Ê(−ξ1)|2|Ê(−ξ2)|2|Ê(r1θ
T
1 ξ1)|2|Ê(r2θ

T
2 ξ2)|2

= q|E|4
∑

θ2

∑
r2 6=0

∑

ξ2 6=0

|Ê(−ξ2)|2|Ê(r2θ
T
2 ξ2)|2

= q|E|4
∑

ξ2 6=0

|Ê(−ξ2)|2
∑
r 6=0

∑

||η||=||ξ2 ||
|Ê(rη)|2

≪ q−3|E|6.

Similarly, I I ≪ q−3|E|6. For I I I, we proceed as follows:

I I I = q8
∑

θ

∑
r1,r2:r1·r2=1

∑

ξ1 6=0,ξ2 6=0

|Ê(−ξ1)|2|Ê(−ξ2)|2|Ê(r1θ
T
1 ξ1)|2|Ê(r2θ

T
2 ξ2)|2

= q8
∑

θ2

∑

ξ2 6=0

∑
r2 6=0

|Ê(ξ2)|2|Ê(r2θ
T
2 ξ2)|2

∑

ξ1 6=0

|Ê(ξ1)|2
∑

η:||η||= ||ξ1 ||
r2
2

|Ê(η)|2.
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This implies

I I I ≪ q8

(
∑

ξ1

|Ê(ξ1)|2
)3

·
(

max
t∈Fq\{0}

∑
||η||=t

|Ê(η)|2
)

.

Using Lemma 2.1, we obtain

I I I ≪ q−1|E|9/2.

In other words,
∑

θ,ξ

|µ̂θ(ξ)|2 ≪
|E|8

q5
+
|E|6

q3
+
|E|9/2

q
.

This infers
∑

θ∈G1,z∈F4
q

µθ(z)2 ≪
|E|8

q
+ q|E|6 + q3|E|9/2 ≪

|E|8

q
,

whenever |E|≫ q8/7. �

4. PROOF OF THEOREM 1.2

We note that r = 0 is trivially in ∆(E)/∆(E). For θ ∈O(2) and z ∈ F
2
q, assume r is a nonzero

square, we define

ηθ(z) := #{(u,v)∈ E×E : u−
p

rθv = z}.

We first observe that ∑

θ∈O(2),z∈F2
q

ηθ(z)= |E|2 · |O(2)|.

So by the Hölder inequality, one has

∑

θ,z

ηθ(z)2 ≥
|E|4|O(2)|

q2
.

On the other hand, the sum
∑

θ,z ηθ(z)2 counts the number of tuples (a, b, c, d) ∈ E4 such

that a−
p

rθc = z and b −
p

rθd = z, so ||a− b|| = r||c− d||. For such a tuple, we have

r ∈∆(E)/∆(E), unless ||a−b|| = ||c−d|| = 0.

For each tuple (a, b, c, d)∈ E4 such that ||a−b|| = r||c−d||, we have two possibilities.

If a− b 6= 0, then this tuple is counted ∼ |O(1)| ∼ 1 times in the sum
∑

θ,z ηθ(z)2, since the

size of the stabilizer of each non-zero element is ∼ |O(1)|.

If a = b, then c = d. Moreover, the number of tuples (a, b, c, d) ∈ E4 with a = b and c = d

in the sum
∑

θ,z ηθ(z)2 is equal to
∑

θ,z ηθ(z)= |E|2|O(2)|.

From these observations, the number of tuples (a, b, c, d) ∈ E4 such that ||a− b|| = r||c−
d|| 6= 0 is at least

1

|O(1)|

(
∑

θ,z

ηθ(z)2−|E|2|O(2)|− |O(1)|N0

)
,

where N0 is the number of tuples with ||a−b|| = r||c−d|| = 0, a 6= b, and c 6= d.
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Since q ≡ 3 mod 4, it is clear that N0 = 0. Thus,

1

|O(1)|

(
∑

θ,z

ηθ(z)2 −|E|2|O(2)|− |O(1)|N0

)
≫

|E|4

q
,

whenever |E|≫ q.

5. PROOF OF THEOREM 1.3

Define the group G = Fq ×F
2
q with the operator

(λ, z1)∗ (β, z2)= (λ ·β, z1 + z2).

For a fixed λ, we define the counting function

γλ(z) := #{(a, b)∈ E2 : λa+ z = b}.

By a direct computation, the tuple (u,v, x, y) satisfies (1.2) if and only if there exist λ 6= 0

and z ∈ F
2
q such that λu+ z = x and λv+ z = y. Thus,

L2(SE)=
∑

λ,z

γλ(z)2.

For a fixed λ, we have

∑

z∈F2
q

γλ(z)2 = q2
∑

ξ∈F2
q

|�γλ(ξ)|2 =
|
∑

zγλ(z)|2

q2
+ q2

∑

ξ6=0

|�γλ(ξ)|2

=
|E|4

q2
+ q2

∑

ξ6=0

|�γλ(ξ)|2.

On the other hand,

γλ(z)=
∑
u

E(u)E(λu+ z)=
∑
u

E(u)
∑

ξ

Ê(ξ)χ(ξ · (λu+ z))

=
∑

ξ

Ê(ξ)χ(ξ · z)
∑
u

E(u)χ(λξ ·u)

= q2
∑

ξ

Ê(ξ)Ê(−λξ)χ(ξ · z).

Hence,
�γλ(ξ)= q2Ê(−ξ)Ê(λξ).

So,
∑

ξ6=0

|�γλ(ξ)|2 = q4
∑

ξ6=0

|Ê(−ξ)|2|Ê(λξ)|2.

Hence, ∑

λ 6=0

∑

ξ6=0

|�γλ(ξ)|2 = q4
∑

ξ6=0

|Ê(ξ)|2
∑

m∈<ξ>\{0}

|Ê(m)|2,

where < ξ> is the line generated by ξ.
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To proceed further, we set L :=< ξ> and TL(E) :=
∑

m∈L |Ê(m)|2. It follows that

TL(E)= q−4
∑

m∈L

∑

x,y∈E

χ(m · (x− y)) = q−4
∑

x,y∈E

∑
t∈Fq

χ(t(ξ · (x− y))) = q−4(I + I I),

where

I =
∑

x,y∈E, ξ·(x−y)=0

∑
t∈Fq

χ(t(ξ · (x− y))) = q
∑

x,y∈E, ξ·(x−y)=0

1,

and

I I =
∑

x,y∈E, ξ·(x−y)6=0

∑
t∈Fq

χ(t(ξ · (x− y))) = 0.

We note that the equation ξ · (x− y)= 0 with x, y ∈ E means that x− y lies on the line with

the normal vector ξ and passing through the origin. Using the fact that each line in F
2
q

contains exactly q points, we have I ≤ q2|E|. Thus, using Plancherel formula, we obtain
∑

λ 6=0

∑

ξ6=0

|�γλ(ξ)|2 ≤ |E|2.

In other words, ∣∣∣∣∣
∑

λ,z

γλ(z)2 −
|E|4

q

∣∣∣∣∣≪ q2|E|2.

This completes the proof of the theorem.

6. PROOF OF THEOREM 1.4

Using the notations as in the previous section, we observe that

L2(SE)=
∑

λ 6=0

(∑
z

γλ(z)2

)2

.

As in the previous section, we know that

∑

z∈F2
q

γλ(z)2 =
|E|4

q2
+ q2

∑

ξ6=0

|γ̂λ(ξ)|2,

and ∑

λ

∑

ξ6=0

|γ̂λ(ξ)|2 ≪|E|2.

Thus, ∣∣∣∣∣
∑

λ 6=0

(∑
z

γλ(z)2

)2

−
|E|8

q3

∣∣∣∣∣≪|E|6 + q4
∑

λ

(
∑

ξ6=0

|γ̂λ(ξ)|2
)2

.

As we computed in the previous section, one has
(
∑

ξ6=0

|γ̂λ(ξ)|2
)2

= q8

(
∑

ξ6=0

|Ê(ξ)|2|Ê(−λξ)|2
)2

.
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Therefore,

∑

λ

(
∑

ξ6=0

|Ê(ξ)|2|Ê(−λξ)|2
)2

=
∑

ξ1 6=0,ξ2 6=0

|Ê(ξ1)|2|Ê(ξ2)|2
∑

λ

|Ê(λξ1)|2|Ê(λξ1)|2

=
∑

ξ1 6=0,ξ2 6=0

|Ê(ξ1)|2|Ê(ξ2)|2 ·L(ξ1,ξ2),

where

L(ξ1,ξ2)=
∑

λ

|Ê(λξ1)|2|Ê(λξ2)|2.

To proceed further, we need the following lemma.

Lemma 6.1. For ξ1,ξ2 6= 0, one has

L(ξ1,ξ2)=
∑

λ

|Ê(λξ1)|2|Ê(λξ2)|2 ≪
|E|3

q6
.

Proof. By the Cauchy-Schwarz inequality, we have

L(ξ1,ξ2)≤
(
∑

λ

|Ê(λξ1)|4
)1/2

·
(
∑

λ

|Ê(λξ2)|4
)1/2

.

Moreover, for m 6= 0,

∑

λ

|Ê(λm)|4 =
1

q8

∑

x,y,z,w∈E

∑

λ

χ(mλ(x+ y− z−w))

=
1

q7

∑

x,y,z,w∈E

1m·(x+y−z−w)=0

≪
|E|3

q6
,

where the last inequality follows from the number of tuples (x, y, z,w) ∈ E4 such that

x+ y− z−w lies on the line with the normal vector m and passing through the origin.

This completes the proof. �

To continue, we apply the Plancherel formula,

∑

λ

(
∑

ξ6=0

|Ê(ξ)|2|Ê(−λξ)|2
)2

=
∑

ξ1 6=0,ξ2 6=0

|Ê(ξ1)|2|Ê(ξ2)|2 ·L(ξ1,ξ2)

≪
|E|5

q10
.

In other words, we obtain
∣∣∣∣∣
∑

λ

(∑
z

γλ(z)2

)2

−
|E|8

q3

∣∣∣∣∣≪|E|6 + q2|E|5.
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