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#### Abstract

Summary This paper investigates the robustness of exponential stability of a class of positive switched systems described by linear functional differential equations (FDE) under arbitrary switching or average dwell time switching. We will measure the stability robustness of such a system (which is considered as a nominal system) subject to parameter affine perturbations of its constituent subsystems matrices, by introducing the notion of structured stability radius. Some formulas for computing this radius, as well as estimating its lower bounds and upper bounds, are established. In the case of switched linear systems with multiple discrete time-delays or/and distributed time-delays, the obtained results yield tractably computable formulas or bounds for the stability radius. The extension of the obtained results to non-positive systems and the class of multi-perturbations has been presented. Examples are given to illustrate the proposed method.


## KEYWORDS

robustness of stability, stability radius, structured perturbations, switched systems, time-delay systems

## 1 | INTRODUCTION

The stability robustness of dynamical systems subject to parameter perturbations or uncertainties has attracted significant attention from researchers for many years. The motivation comes from engineering practices. In order to study or control a real system with complicated dynamic behaviors the engineer usually considers a simplified mathematical model, which is called a nominal system. Then there arises the question of whether a desired property established for the nominal system, say asymptotic stability or controllability, is robust enough to be true when applied to the real system. Since a mathematical model never exactly represents the dynamics of a physical system, the robustness issue is not only important in the context of model reduction but is a fundamental problem for the application of systems and control theory in general.

One of the most effective approaches in measuring the system stability robustness is based on the concept of stability radius, see, for example, References 1,2 . By definition, the structured stability radius of a given nominal asymptotically stable system $\dot{x}(t)=A_{0} x(t), t \geq 0$, is defined as the maximal number $\delta_{0}>0$ such that all the perturbed systems $\dot{x}(t)=\widetilde{A}_{0} x(t)=\left(A_{0}+D \Delta E\right) x(t)$ are asymptotically stable whenever $\|\Delta\|<\delta_{0}$ (with some matrix norm $\|\cdot\|$ ) where $D$ and $E$ are given real matrices of appropriate dimensions defining the structure of perturbation and $\Delta$ is a unknown disturbance matrix. Depending on $\Delta$ being real or complex, one gets, correspondingly, the real stability radius $r_{\mathbb{R}}\left(A_{0}\right)$ or the complex stability radius $r_{\mathbb{C}}\left(A_{0}\right)$, which are, in general, distinct, ${ }^{3}$ namely, $r_{\mathbb{C}}\left(A_{0}\right)<r_{\mathbb{R}}\left(A_{0}\right)$. Geometrically, when $D$ and $E$ are the identity matrix, the real stability radius is just the distance to instability of an asymptotically stable nominal system.

If the nominal system is real then the computation of $r_{\mathbb{R}}\left(A_{0}\right)$ is, of course, a more natural problem. However, this problem is much more difficult, compared with that of $r_{\mathbb{C}}\left(A_{0}\right)$, being reduced to a complicated global optimization problem for the parameterized structured singular value of $A_{0}$, see, for example, Reference 2. Problems of characterizing and calculating stability radii for different classes of dynamical systems and subject to different types of perturbations or uncertainties have been a topic of major interest in the system and control theory over the past several decades. The interested reader is referred to the monograph ${ }^{3}$ where an extensive literature on this study can be found; see also Reference 4 for discrete-time systems and References 5,6 for positive systems. Recall that a dynamical system with state space $\mathbb{R}^{n}$ is called positive if any trajectory of the system starting at an initial state in the positive orthant $\mathbb{R}_{+}^{n}$ remains forever in $\mathbb{R}_{+}^{n}$. For instance, the linear system $\dot{x}(t)=A_{0} x(t), t \geq 0$ is positive if and only if $A_{0}$ is a Metzler matrix (i.e., all off-diagonal entries are nonnegative). Positive systems are used in many areas such as economics, population dynamics, and ecology, see, for example, Reference 7. The mathematical theory of positive systems is based on the theory of nonnegative matrices, ${ }^{8}$ where the famous Perron-Frobenius theorem plays an essential role, particularly in the system stability analysis. It has been shown in Reference 5 , for instance, that if the mentioned linear system is positive and $D, E$ are nonnegative matrices, then its complex and the real stability radii coincide and are equal to the stability radius $r_{\mathbb{R}_{+}}\left(A_{0}\right)$, corresponding to the nonnegative perturbation $\Delta \geq 0$, and can be computed directly via a simple formula. In more recent years, robust stability problems have been considered intensively also for time-delay linear systems of the form $\dot{x}(t)=A_{0} x(t)+\sum_{i=1}^{m} A_{i} x\left(t-h_{i}\right), t \geq 0, h_{i}>0$ (see, e.g., References 9,10) and, more generally, for linear functional differential equations (or shortly, FDEs) of the form $\dot{x}(t)=A_{0} x(t)+\int_{-h}^{0} d[\eta(\theta)] x(t+\theta), t \geq 0$ (see, e.g., References 11-13) where similar results have been proved for stability conditions and stability radii of positive systems.

Given the mentioned widespread popularity of stability radii in the robustness stability analysis, it is surprising that this approach has not been developed so far in the literature on the stability of switched systems. We recall that a switched system is a type of hybrid dynamical systems that consists of a family of subsystems and a rule called a switching signal that chooses an active subsystem from the family at every instant of time. For instance, a linear switched system can be represented in the form

$$
\begin{equation*}
\dot{x}(t)=A_{\sigma(t)} x(t), t \geq 0, \sigma \in \Sigma \tag{1}
\end{equation*}
$$

where $\Sigma$ is a set of switching signals which are piece-wise constant functions $\sigma:[0,+\infty) \rightarrow \underline{N}:=\{1,2, \ldots, N\}$ (satisfying some realistic assumptions). The study on switched systems has drawn considerable attention in the system and control community over the past few decades, due to the wide range of applications of this type of systems in the engineering practice. The reader is referred to the monographs, ${ }^{14,15}$ survey papers, ${ }^{16,17}$ and the references therein for more details on different problems regarding switched systems, in particular, on stability issues. It has been indicated, for instance, that the switched linear system (1) is exponentially stable under arbitrary switching $\sigma$ if all constituent subsystems have a common quadratic Lyapunov function (CQLF, for short). Recently, similar problems have been considered intensively also for time-delay switched systems, for instance, the linear systems of the form $\dot{x}(t)=A_{\sigma(t)} x(t)+B_{\sigma(t)} x(t-h), t \geq 0, \sigma \in$ $\Sigma$, where different kinds of the so-called Lyapunov-Krasovskii functionals play a similar role (see, e.g., References 18,19 , which contain the extensive literature on the topic). In the meantime, for the class of positive or compartmental switched linear systems, besides traditional quadratic Lyapunov functions, a more restrictive notion of common linear copositive Lyapunov functions, as well as the comparison principle, are exploited effectively in the study of stability problems (see e.g., References 20-22 and also References 23-25 for time-delay systems). Some recent development in stability problems for positive switched systems can be found, for instance, in References 26-29 and the references given therein. We would like to emphasize that the above references are all dedicated to the stability analysis of switched systems under arbitrary switching signals. Such a strong requirement is important when the switching mechanism is unknown, or too complicated to be useful in the stability analysis. On the other side, in engineering practices, switching laws must usually satisfy some technical restriction (for instance, the time between switching instances must be not smaller than a given number $\tau_{D}>0$ ). In particular, the problem of stability and stabilization of switched systems, using the so-called average dwell time switching (or ADT switching, for short) has attracted considerable attention, see for example, References 14,30-36, for more recent contributions. It is emphasized that in Reference 36 based on the properties of positive systems and the comparison principle, we developed a unified approach to study exponential stability of nonlinear time-varying switched systems described by functional differential equations (or FDEs, for short), under arbitrary switching as well as ADT switching, which covers, as a particular case, the time-delay switched linear systems of the form

$$
\begin{equation*}
\dot{x}(t)=A_{\sigma(t)}^{0} x(t)+\int_{-h}^{0} d\left[\eta_{\sigma(t)}(\theta)\right] x(t+\theta), t \geq 0, \sigma \in \Sigma . \tag{2}
\end{equation*}
$$

In contrast, little attention has been paid to the stability robustness analysis of switched systems. One of the challenges in this problem comes from the fact that instability of perturbed switched systems may be caused not only by the size of perturbations but also by the switching signals. The other obstacle is raised by the well-known fact that stability of all constituent subsystems may not be sufficient for the original switched system to be stable. There exist so far very few results dedicated to this topic in the existing literature, see, for example, References 14 (pp. 41-42) and 37,38 where some stability bounds of the delay-free switched linear system (1) have been calculated, with the underlying assumption that constituent subsystems have a common quadratic Lyapunov function (CQLF). While, it is well-known that the assumption on the existence of CQLF is rather conservative, being satisfied only for some classes of systems and, moreover, the CQLF is not easy to be constructed (see, e.g., Reference 16), the extension of stability results based on this approach to time-delay switched systems of the form (2) has not been available in the literature, to the best of our knowledge. This makes the problem of calculation of robust stability bounds for switched time-delay systems even more difficult.

The main purpose of this paper is to develop a different approach for studying the robust stability of time-delay switched systems of the form (2), under arbitrary switching or ADT switching, by making use of the exponential stability conditions obtained in Reference 36 for this class of positive systems. For this purpose, we introduce the notion of the system's stability radius and establish some formulas to estimate its bounds, when the subsystems matrices $A_{k}, \eta_{k}(\cdot), k \in \underline{N}$ are subjected to affine perturbations or multi-perturbations. Formulas will be derived and expressed in terms of coefficient matrices appearing in the initial nominal system's equations. The extensions of results are obtained also for non-positive systems. A similar approach was first introduced in our previous work, ${ }^{38}$ but only for delay-free switched systems of the form (1), under simple affine perturbations of the subsystems matrices $A_{k}, k \in \underline{N}$, so that the method and the results of Reference 38 can not be applied to the general model considered in this paper. Additionally, it should be emphasized that the switched linear systems of the general form (2) cover systems with multiple discrete delays and those with distributed delays as particular cases, giving the obtained results a wider range of applications.

The remainder of the paper is organized as follows. In Section 2, we present the notation and the mathematical background, necessary to prove the main results of the paper, including some criteria for exponential stability of switched systems described by linear FDEs. Section 3 is devoted to presenting the main results of the paper. Definitions of the stability radii of switched linear FDEs subject to affine perturbations are given and some formulas for computing its bounds are established. In particular, for two-order positive switched linear systems with no time-delays, a formula for computing the unstructured stability radius is established. Examples are provided to illustrate the use of the obtained results and the extension to the class of multi-perturbations are given. Finally, in Section 4, we summarize the main contribution of the paper and give some remarks on future work.

## 2 | PRELIMINARIES AND MATHEMATICAL BACKGROUND

In this section, we introduce the main notation and present a number of previous results to be used in what follows. Throughout, $\mathbb{N}, \mathbb{R}$ stand, respectively, for the sets of positive integers and real numbers. For $r \in \mathbb{N}, \underline{r}$ denotes the set of numbers $\{1,2, \ldots, r\} . \mathbb{R}^{n}$ is the linear space of $n$-dimensional column vectors and $\mathbb{R}^{n \times m}$ is the space of $(n \times m)$-matrices $\left(a_{i j}\right)$ with entries $a_{i j} \in \mathbb{R}, I_{n}$ is the identity matrix of $\mathbb{R}^{n \times n}$. Inequalities between vectors and matrices are understood componentwise, so that for matrices $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ in $\mathbb{R}^{n \times m}$, we write $A \geq B$ and $A \gg B$ iff $a_{i j} \geq b_{i j}$ and $a_{i j}>b_{i j}$ for $i \in \underline{n}, j \in \underline{m}$, respectively. $|A|$ stands for the matrix $\left(\left|a_{i j}\right|\right)$ and $A^{\top}$ is the transpose of $A$. Similar notation is applied for vectors $x=\left(x_{i}\right) \in \mathbb{R}^{n}$. Denote $\mathbb{R}_{+}^{n}=\left\{x \in \mathbb{R}^{n}: x \geq 0\right\}$ and $\mathbb{R}_{+}^{n \times m}=\left\{A \in \mathbb{R}^{n \times m}: A \geq 0\right\}$. Without lost of generality, we assume that $\mathbb{R}^{n}$ is equipped with the $\infty$-norm: for $x=\left(x_{i}\right) \in \mathbb{R}^{n},\|x\|=\max _{1 \leq i \leq n}\left|x_{i}\right|$ and the norm in $\mathbb{R}^{n \times m}$ is the induced operator norm: $\|A\|=\max _{1 \leq i \leq n} \sum_{j=1}^{m}\left|a_{i j}\right|$. The maximal real part of all eigenvalues of $A \in \mathbb{R}^{n \times n}$ is denoted by $\mu(A)$ while $\rho(A)$ stands for its spectral radius. If $\mu(A)<0$ then $A$ is said to be Hurwitz stable. Further, for $h>0, C:=C\left([-h, 0], \mathbb{R}^{n}\right)$ denotes the Banach space of continuous functions $\varphi:[-h, 0] \rightarrow \mathbb{R}^{n}$ with the norm $\|\varphi\|=\max _{\theta \in[-h, 0]}\|\varphi(\theta)\|$ and $N B V([-h, 0], \mathbb{R})$ will stand for the linear space of all normalized functions of bounded variation $\psi:[-h, 0] \rightarrow \mathbb{R}$, which are left-side continuous on the interval $(-h, 0], \psi(-h)=0$ and have the bounded total variation $\operatorname{Var}([-h, 0], \psi)=\sup _{P[-h, 0]} \sum_{k}\left|\psi\left(\theta_{k}\right)-\psi\left(\theta_{k-1}\right)\right|<$ $\infty$, the supremum being taken over the set of all finite partitions of the interval $[-h, 0]$. Denote by $N B V\left([-h, 0], \mathbb{R}^{p \times q}\right)$ the linear space of all matrix functions $\delta:[-h, 0] \rightarrow \mathbb{R}^{p \times q}$ such that $\delta_{i j}(\cdot) \in N B V([-h, 0], \mathbb{R}), \forall i \in \underline{p}, \forall j \in \underline{q}$, and define the the nonnegative matrix $V(\delta) \in \mathbb{R}_{+}^{p \times q}$, by setting

$$
\begin{equation*}
V(\delta):=\left(\operatorname{Var}\left([-h, 0], \delta_{i j}\right)\right) \geq 0 . \tag{3}
\end{equation*}
$$

Then it is easy to verify that $N B V\left([-h, 0], \mathbb{R}^{p \times q}\right)$ is a Banach space being equipped with the norm

$$
\begin{equation*}
\|\delta\|:=\|V(\delta)\|=\max _{1 \leq i \leq p} \sum_{j=1}^{q} \operatorname{Var}\left([-h, 0], \delta_{i j}\right) \tag{4}
\end{equation*}
$$

It follows from the definition that if both $\mathbb{R}^{p}$ and $\mathbb{R}^{q}$ are provided with the norm $\|\cdot\|_{\infty}$ then, for any $\Delta \in \mathbb{R}^{p \times q}$, any $\delta, \delta_{1}, \delta_{2} \in N B V\left([-h, 0], \mathbb{R}^{p \times q}\right)$ and any constant matrices $D \in \mathbb{R}^{n \times p}, E \in \mathbb{R}^{q \times n}$, we have

$$
\begin{gather*}
\||\Delta|\|=\|\Delta\|  \tag{5}\\
D \delta E \in N B V\left([-h, 0], \mathbb{R}^{n \times n}\right) \text { and } V(D \delta E) \leq|D| V(\delta)|E|,  \tag{6}\\
V\left(\delta_{1}+\delta_{2}\right) \leq V\left(\delta_{1}\right)+V\left(\delta_{2}\right) ; V(\alpha \delta) \leq|\alpha| V(\delta), \forall \alpha \in \mathbb{R} \tag{7}
\end{gather*}
$$

Finally, recall that $A \in \mathbb{R}^{n \times n}$ is said to be a Metzler matrix if all off-diagonal elements of $A$ are nonnegative: $a_{i j} \geq 0$, if $i \neq j$. For an arbitrary matrix $A \in \mathbb{R}^{n \times n}$ we can associate the Metzler matrix $\mathcal{M}(A)$, by defining,

$$
\begin{equation*}
\mathcal{M}(A):=\left(\hat{a}_{i j}\right), \hat{a}_{i i}=a_{i i}, \forall i \in \underline{n}, \text { and } \hat{a}_{i j}=\left|a_{i j}\right|, \forall i \neq j \in \underline{n} . \tag{8}
\end{equation*}
$$

It can easily be verified that

$$
\begin{equation*}
\mathcal{M}(A+B) \leq \mathcal{M}(A)+|B|, \forall A, B \in \mathbb{R}^{n \times n} \tag{9}
\end{equation*}
$$

Some well-known properties of Metzler matrices are collected in the following lemma (see, e.g., Reference 8), which is a direct consequence of the Perron-Frobenius Theorem.

Lemma 1. Let $A \in \mathbb{R}^{n \times n}$ be a Metzler matrix. Then the following statements are equivalent: (i) $A$ is Hurwitz stable, that is, $\mu(A)<0$; (ii) $A p \ll 0$ for some $p \in \mathbb{R}_{+}^{n}, p \gg 0$; (iii) $A$ is invertible and $-A^{-1} \geq 0$.

Consider a switched linear system, whose dynamics are described by the FDE of the form

$$
\begin{equation*}
(\mathcal{A}, \Gamma, \sigma): \dot{x}(t)=A_{\sigma(t)}^{0} x(t)+\int_{-h}^{0} d\left[\eta_{\sigma(t)}(\theta)\right] x(t+\theta), t \geq 0, \sigma \in \Sigma \tag{10}
\end{equation*}
$$

Here, $\Sigma$ is a set of admissible switching signals $\sigma$, which are assumed to be piece-wise constant and right-continuous functions $\sigma:[0, \infty) \rightarrow \underline{N}$, having on each bounded interval of $[0,+\infty)$ a finite number of discontinuities $\tau_{k}, k=1,2, \ldots$, known as the switching instances. For each $t \geq 0, A_{\sigma(t)}^{0} \in \mathcal{A}:=\left\{A_{k}^{0}, k \in \underline{N}\right\} \subset \mathbb{R}^{n \times n}$, a given family of $N$ real matrices and $\eta_{\sigma(t)} \in \Gamma:=\left\{\eta_{k}(\cdot), k \in \underline{N}\right\} \subset N B V\left([-h, 0], \mathbb{R}^{n \times n}\right)$, a given family of $N$ matrix functions with normalized bounded variation elements $\eta_{k, i j}(\cdot)$. In this paper, we shall assume that $\Sigma=\Sigma_{+}$or $\Sigma_{\tau_{a}, N_{0}}$, where $\Sigma_{+}$is the class of all admissible switching signals $\sigma$ for which the infimum of the time intervals between discontinuities of $\sigma$ satisfies

$$
\begin{equation*}
\tau_{\min }(\sigma):=\inf _{k \in \mathbb{N}}\left(\tau_{k+1}-\tau_{k}\right)>0 \tag{11}
\end{equation*}
$$

and $\Sigma_{\tau_{a}, N_{0}}$ is the class of all admissible switching signals $\sigma$ for which the number of discontinuities of $\sigma$ on the interval ( $0, t$ ) satisfies

$$
\begin{equation*}
N_{\sigma}(0, t) \leq N_{0}+\frac{t}{\tau_{a}} \tag{12}
\end{equation*}
$$

where $N_{0} \geq 1$ and $\tau_{a}>0$ are given numbers, called the chatter bound and the average dwell time (or ADT, for short), respectively. To simplify the notation, in what follows, for an arbitrarily fixed chatter bound $N_{0}$, we will denote $\Sigma_{\tau_{a}}=\Sigma_{\tau_{a}, N_{0}}$. Note that such a class $\Sigma_{+}$excludes, for example, any switching signal $\sigma$ whose discontinuities have a finite accumulation point or occur at $\tau_{2 j}=j, \tau_{2 j+1}=j+\frac{1}{2 j+2}, j=0,1,2, \ldots$ for which, clearly, $\tau_{\min }(\sigma)=0$. The concept of ADT switching was introduced in References 30,31 and has been proved to be a standard and effective tool in the stability analysis of switched systems.

Thus, each signal $\sigma \in \Sigma$ performs, by the system (10), the switching between the following $N$ time-delay constituent linear subsystems (called sometimes switched modes):

$$
\begin{equation*}
\left(A_{k}^{0}, \eta_{k}\right): \dot{x}(t)=A_{k}^{0} x(t)+\int_{-h}^{0} d\left[\eta_{k}(\theta)\right] x(t+\theta), t \geq 0, k \in \underline{N}, \tag{13}
\end{equation*}
$$

where the $i$-th component of the second term in (13), for each $k \in \underline{N}$ and $i=1, \ldots, n$, is defined as

$$
\left(\int_{-h}^{0} d\left[\eta_{k}(\theta)\right] x(t+\theta)\right)_{i}=\sum_{j=1}^{n} \int_{-h}^{0} d\left[\eta_{k, i j}(\theta)\right] x_{j}(t+\theta),
$$

the integral terms on the right side being understood in the sense of Riemann-Stieltjes. In what follows, the switched system $(\mathcal{A}, \Gamma, \sigma)$, together with its constituent subsystems $\left(A_{k}^{0}, \eta_{k}\right), k \in \underline{N}$, is sometimes referred to as the system (10), (13) when the link between them needs to be specified.

For any $\varphi \in C\left([-h, 0], \mathbb{R}^{n}\right)$ and any switching signal $\sigma \in \Sigma_{+}$, the system (10) admits a unique solution $x(t)=x(t, \varphi, \sigma)$, $t \geq-h$, satisfying the initial condition $x(\theta)=\varphi(\theta), \theta \in[-h, 0]$. Note that the solution $x(t)$ is an absolutely continuous function on $[0,+\infty)$ and differentiable everywhere, except for the set of the switching instances $\left\{\tau_{k}\right\}$ of $\sigma$ where $x(t)$ has only Dini right- and left-derivatives $D^{+} x\left(\tau_{k}\right), D^{-} x\left(\tau_{k}\right)$ which are generally different.

Definition 1. The switched system (10), (13) with $\Sigma=\Sigma_{+}$or $\Sigma_{\tau_{a}}$, is said to be positive if for any switching signal $\sigma \in \Sigma$ and any nonnegative initial function $\varphi \in \mathcal{C}_{+}:=C\left([0,-h], \mathbb{R}_{+}^{n}\right)$, the corresponding solution $x(t)=$ $x(t, \varphi, \sigma)$ of (10) satisfies $x(t) \geq 0, \forall t \geq 0$.

The following criterion of positivity of the FDE system (10), (13) is followed straightforwardly from the well-known results in the theory of positive operators, see, for example, Reference 39 and also References 11,12.

Proposition 1. The switched system (10), (13) is positive if and only if, for each $k \in \underline{N}, A_{k}^{0}$ is a Metzler matrix and $\eta_{k}(\cdot)$ is non-decreasing on $[-h, 0]$, that is, $0=\eta_{k}(-h) \leq \eta_{k}\left(\theta_{1}\right) \leq \eta_{k}\left(\theta_{2}\right)$, whenever $-h \leq \theta_{1}<\theta_{2} \leq 0$.
Definition 2. Given $\tau_{a}>0$, the switched system (10), (13), with $\Sigma=\Sigma_{+}$or $\Sigma_{\tau_{a}}$, is said to be globally exponentially stable (or shortly, GES) over $\Sigma$ if, there exist real numbers $M>0, \alpha>0$ such that for any $\varphi \in \mathcal{C}$ and any $\sigma \in \Sigma$, the solutions $x(t, \varphi, \sigma)$ of (10) satisfies

$$
\begin{equation*}
\|x(t, \varphi, \sigma)\| \leq M e^{-\alpha t}\|\varphi\|, \quad \forall t \geq 0 . \tag{14}
\end{equation*}
$$

The system (10), (13) is said to be GES over $\Sigma_{\mathrm{ADT}}$ if, there exists $\tau_{a}>0$ such that it is GES over $\Sigma=\Sigma_{\tau_{a}}$. The number $\alpha$ satisfying (14) is called the exponential decay rate.

Remark 1. The concept 'GES over a set $\Sigma$ of switching signals' in Definition 2 has been introduced and studied firstly in References 30,31 . In many subsequent works, the equivalent concept "GES under arbitrary switching $\sigma \in \Sigma^{\prime \prime}$ is used more frequently. In what follows, when saying that a switched system is GES under arbitrary switching, it is understood that the system is GES over the set of switching signals $\Sigma_{+}$. Similarly, saying that the system is GES under switching with ADT $\tau_{a}$ will amount to say that the system is GES over the set $\Sigma_{\tau_{a}}$.

Clearly, if the switched system (10), (13) is GES over $\Sigma_{+}$then it is GES over $\Sigma_{\tau_{a}}, \forall \tau_{a}>0$. Since, for each $k \in \underline{N}$, the signal $\sigma(t) \equiv k$ belongs to $\Sigma_{+}$, it follows then that all of the constituent subsystems (13) are globally exponentially stable or, equivalently (see, e.g., Reference 40), all zeros of their characteristic quasi-polynomials have negative real parts. However, similarly to the case of switched systems with no delays (i.e., when $\eta_{k} \equiv 0, \forall k \in \underline{N}$ ), the last condition is not sufficient for (10) to be GES over $\Sigma_{+}$. On the other hand, it is easy to give a simple example of a second-order system, which is GES over $\Sigma_{\mathrm{ADT}}$ but is not GES over $\Sigma_{+}$(see, e.g., Reference 14).

The following theorem collects some results obtained in Reference 36 (namely, Corollaries 2 and 6), which will be used in Section 3 for analyzing the stability robustness of the FDE switched systems.

Theorem 1. The time-delay switched linear system (10), (13) is GES over $\Sigma_{\mathrm{ADT}}$ if there exist vectors $\xi_{k} \in$ $\mathbb{R}^{n}, \xi_{k} \gg 0, k \in \underline{N}$ satisfying

$$
\begin{equation*}
\left(\mathcal{M}\left(A_{k}^{0}\right)+V\left(\eta_{k}\right)\right) \xi_{k} \ll 0, \forall k \in \underline{N}, \tag{15}
\end{equation*}
$$

where the matrix of variations $V\left(\eta_{k}\right)$ and the Metzler matrix $\mathcal{M}\left(A_{k}^{0}\right)$ are defined, respectively, by (3), (8). If, moreover, $\xi_{k}=\xi, \forall k \in \underline{N}$ in (15), that is,

$$
\begin{equation*}
\left(\mathcal{M}\left(A_{k}^{0}\right)+V\left(\eta_{k}\right)\right) \xi \ll 0, \forall k \in \underline{N} \tag{16}
\end{equation*}
$$

then the switched linear system (10), (13) is GES over the set of switching signals $\Sigma_{+}$. In the particular case, when the system (10), (13) is positive, the condition (15) is replaced by

$$
\begin{equation*}
\left(A_{k}^{0}+\eta_{k}(0)\right) \xi_{k} \ll 0, \forall k \in \underline{N} \tag{17}
\end{equation*}
$$

which becomes a necessary and sufficient condition for the system to be GES over $\Sigma_{\mathrm{ADT}}$, while the condition (16) is replaced by

$$
\begin{equation*}
\left(A_{k}^{0}+\eta_{k}(0)\right) \xi \ll 0, \forall k \in \underline{N} \tag{18}
\end{equation*}
$$

which gives a sufficient condition for the system to be GES over $\Sigma_{+}$.
Remark 2. Roughly speaking, the condition (16) means that the switched linear system (10), (13) is GES over $\Sigma_{+}$if all the dual positive "upper bounding" linear subsystems $\dot{x}=\left(\mathcal{M}\left(A_{k}^{0}\right)+V\left(\eta_{k}\right)\right)^{\top} x, k \in \underline{N}$ admit a common copositive linear Lyapunov function $L(x):=\xi^{\top} x$. On the other hand, if the nominal linear system is positive and delay-free then the condition (18) in Theorem 1 is reduced to the previously well-known result (see, e.g., Reference 22, Proposition 3.4). It is worth mentioning additionally that the conditions (18) and (16) can be verified directly via a finite procedure, due to the result obtained in References 21,41.
The most important particular case of (10), (13) is the class of switched linear system with multiple discrete time-delays and distributed time-delays of the form

$$
\begin{equation*}
\dot{x}(t)=A_{\sigma(t)}^{0} x(t)+\sum_{i=1}^{m} A_{\sigma(t)}^{i} x\left(t-h_{i}\right)+\int_{-h}^{0} B_{\sigma(t)}(\theta) x(t+\theta) d \theta, t \geq 0, \sigma \in \Sigma \tag{19}
\end{equation*}
$$

where $0=h_{0}<h_{1}<\cdots<h_{m}=h$ and $\Sigma=\Sigma_{+}$or $\Sigma_{\tau_{a}}$, with some $\tau_{a}>0$. Then, by Proposition 1 , the system (19) is positive if and only if, for each $k \in \underline{N}, A_{k}^{0}$ are Metzler matrices and $A_{k}^{i} \geq 0, \forall i \in \underline{m}, B_{k}(\theta) \geq 0, \forall \theta \in[-h, 0]$. Application of Theorem 1 to this class of systems yields the following verifiable condition of exponential stability, which will be used in the next Section 3.

Corollary 1. The switched positive linear system with delay(19) is GES over $\Sigma_{\mathrm{ADT}}$ if and only if there exist vectors $\xi_{k} \in \mathbb{R}^{n}, \xi_{k} \gg 0, k \in \underline{N}$ such that

$$
\begin{equation*}
\left(A_{k}^{0}+\sum_{i=1}^{m} A_{k}^{i}+\int_{-h}^{0} B_{k}(s) d s\right) \xi_{k} \ll 0, \forall k \in \underline{N} \tag{20}
\end{equation*}
$$

If, moreover, $\xi_{k}=\xi, \forall k \in \underline{N}$ then the system (19) is GES over the set of switching signals $\Sigma_{+}$.

## 3 | MAIN RESULTS

Assume that the nominal time-delay switched linear system (10), (13) is GES over $\Sigma$, with $\Sigma=\Sigma_{\mathrm{ADT}}$ or $\Sigma_{+}$, as being defined by Definition 2. Let the matrices $A_{k}^{0}, \eta_{k}(\cdot), k \in \underline{N}$ of the constituent subsystems (13) be subjected to structured real affine perturbations of the form

$$
\begin{equation*}
A_{k}^{0} \rightarrow \widetilde{A}_{k}^{0}:=A_{k}^{0}+D_{k}^{0} \Delta_{k} E_{k}^{0}, k \in \underline{N} \quad \text { and } \quad \eta_{k}(\cdot) \rightarrow \widetilde{\eta}_{k}(\cdot):=\eta_{k}(\cdot)+D_{k}^{1} \delta_{k}(\cdot) E_{k}^{1}, k \in \underline{N} . \tag{21}
\end{equation*}
$$

Here, for each $k \in \underline{N}, D_{k}^{0} \in \mathbb{R}^{n \times r_{k}}, E_{k}^{0} \in \mathbb{R}^{q_{k} \times n}, D_{k}^{1} \in \mathbb{R}^{n \times s_{k}}, E_{k}^{1} \in \mathbb{R}^{p_{k} \times n}$ are given matrices defining the structure of the perturbations, $\Delta_{k} \in \mathbb{R}^{r_{k} \times q_{k}}$ and $\delta_{k} \in N B V\left([-h, 0], \mathbb{R}^{s_{k} \times p_{k}}\right)$ are unknown disturbances. These perturbations are said to be
nonnegative if, moreover, $\Delta_{k} \geq 0$ and $\delta_{k}(\cdot)$ are non-decreasing on $[-h, 0], \forall k \in \underline{N}$. Then the perturbed switched system is described by

$$
\begin{equation*}
(\widetilde{\mathcal{A}}, \widetilde{\Gamma}, \sigma): \dot{x}(t)=\widetilde{A}_{\sigma(t)}^{0} x(t)+\int_{-h}^{0} d\left[\tilde{\eta}_{\sigma(t)}(\theta)\right] x(t+\theta), t \geq 0, \sigma \in \Sigma \tag{22}
\end{equation*}
$$

As is well-known (see e.g., References 1,3 for the case of linear systems with no delays), by choosing appropriate structuring matrices $D_{k}^{i}, E_{k}^{i}, i=0,1, k \in \underline{N}$, one can represent the perturbations, which affect independently all elements of the $k$-th subsystem matrices $A_{k}^{0}, \eta_{k}(\cdot)$ or their individual rows, columns, or elements. In what follows, it is assumed that these structuring matrices are fixed in the perturbation models (21) and hence, if otherwise not stated, they will be dropped in all the definitions and notations related to the stability radius, for the sake of brevity.

The stability robustness question we are interested in is, given the perturbation model (21), how large disturbances $\Delta_{k}, \delta_{k}(\cdot), k \in \underline{N}$ are allowable without destroying the exponential stability property of the original nominal system (10), (13). To this end, let us measure the size of disturbances $\boldsymbol{\Delta}:=\left\{\left[\Delta_{k}, \delta_{k}(\cdot)\right], k \in \underline{N}\right\}$ by the quantity

$$
\begin{equation*}
\|\Delta\|_{\max }:=\max _{k \in \underline{N}}\left(\left\|\Delta_{k}\right\|+\left\|\delta_{k}\right\|\right) \tag{23}
\end{equation*}
$$

Then the robustness of exponential stability of the system (10), (13) can be quantified by the following definition.
Definition 3. Assume that the time-delay switched linear system (10), (13) is GES over $\Sigma_{\text {ADT }}$ (resp., GES over $\Sigma_{+}$). Then its structured stability radius over $\Sigma_{\mathrm{ADT}}$ (respectively, over $\Sigma_{+}$), subject to affine perturbations of the form (21) is defined as

$$
\begin{equation*}
r_{\mathbb{R}}^{s t r}\left(\Sigma_{\mathrm{ADT}}\right):=\inf \left\{\|\Delta\|_{\max }: \forall \tau_{a}>0, \exists \sigma \in \Sigma_{\tau_{a}} \text { s.t. the perturbed system }(\widetilde{\mathcal{A}}, \widetilde{\Gamma}, \sigma) \text { is not GES }\right\} \tag{24}
\end{equation*}
$$

respectively as,

$$
\begin{equation*}
r_{\mathbb{R}}^{s t r}\left(\Sigma_{+}\right):=\inf \left\{\|\Delta\|_{\max }: \exists \sigma \in \Sigma_{+} \text {s.t. the perturbed system }(\widetilde{\mathcal{A}}, \widetilde{\Gamma}, \sigma) \text { is not GES }\right\} \tag{25}
\end{equation*}
$$

If $r_{k}=s_{k}=q_{k}=p_{k}=n, D_{k}^{i}=I_{n}, E_{k}^{i}=I_{n}, i \in\{0,1\}, k \in \underline{N}$ in the perturbations model (21), then we get, by (24) and (25), the unstructured stability radii which are denoted respectively by $r_{\mathbb{R}}^{u n s t r}\left(\Sigma_{\mathrm{ADT}}\right)$ and $r_{\mathbb{R}}^{\text {unstr }}\left(\Sigma_{+}\right)$.

Remark 3. It follows from Definition 3 that, for any disturbance $\Delta:=\left\{\left[\Delta_{k}, \delta_{k}(\cdot)\right], k \in \underline{N}\right\}$ satisfying $\|\Delta\|_{\max }=\max _{k \in \underline{N}}\left(\left\|\Delta_{k}\right\|+\left\|\delta_{k}\right\|\right)<r_{\mathbb{R}}^{s t r}\left(\Sigma_{\mathrm{ADT}}\right)$, the perturbed switched system (22) is GES over $\bar{\Sigma}_{\mathrm{ADT}}$, that is, there exists $\tau_{a}>0$ such that $(\widetilde{\mathcal{A}}, \widetilde{\Gamma}, \sigma)$ is GES, for any $\sigma \in \Sigma_{\tau_{a}}$. The similar property holds also for $r_{\mathbb{R}}^{s t r}\left(\Sigma_{+}\right)$.

Remark 4. If the nominal system is positive then it is meaningful to restrict disturbances $\Delta$ in (24) and (25) of Definition 3 to those perturbations which preserve the positivity of the system, for instance, by Proposition 1, to the class of nonnegative perturbations $\boldsymbol{\Delta}=\left\{\left[\Delta_{k}, \delta_{k}(\cdot)\right], k \in \underline{N}\right\}$ (so that $\Delta_{k} \geq 0$ and $\delta_{k}(\cdot)$ are non-decreasing on $[-h, 0])$, provided that the structuring matrices are all nonnegative: $D_{k}^{i} \geq 0, E_{k}^{i} \geq 0, i=0,1, k \in \underline{N}$. Denote by $r_{\mathbb{R}_{+}}^{s t r}\left(\Sigma_{\mathrm{ADT}}\right)$ and $r_{\mathbb{R}_{+}}^{s t r}\left(\Sigma_{+}\right)$the stability radii corresponding to this class of perturbations, then we have obviously

$$
\begin{equation*}
r_{\mathbb{R}}^{s t r}\left(\Sigma_{\mathrm{ADT}}\right) \leq r_{\mathbb{R}_{+}}^{s t r}\left(\Sigma_{\mathrm{ADT}}\right) \text { and } r_{\mathbb{R}}^{s t r}\left(\Sigma_{+}\right) \leq r_{\mathbb{R}_{+}}^{s t r}\left(\Sigma_{+}\right) \tag{26}
\end{equation*}
$$

Obviously, if the switched system (10), (13) consists of only one subsystem $\left(A_{k}^{0}, \eta_{k}\right)$, for a fixed $k \in \underline{N}$, then the above definitions of the two radii are identical and reduced to the well-known notion of the real structured stability radius $r_{\mathbb{R}}\left(A_{k}^{0}, \eta_{k}\right)$ of the time-delay subsystem $\left(A_{k}^{0}, \eta_{k}\right)$ subject to structured affine perturbations

$$
\begin{equation*}
A_{k}^{0} \rightarrow \widetilde{A}_{k}^{0}:=A_{k}^{0}+D_{k}^{0} \Delta_{k} E_{k}^{0}, \quad \eta_{k} \rightarrow \widetilde{\eta}_{k}:=\eta_{k}+D_{k}^{1} \delta_{k} E_{k}^{1} \tag{27}
\end{equation*}
$$

that was studied in References 11,12, namely,

$$
\begin{equation*}
r_{\mathbb{R}}\left(A_{k}^{0}, \eta_{k}\right)=\inf \left\{\left\|\Delta_{k}\right\|+\left\|\delta_{k}\right\|:\left(\widetilde{A}_{k}^{0}, \widetilde{\eta}_{k}\right) \text { is not GES }\right\} \tag{28}
\end{equation*}
$$

It has been proved, in particular, that if the time-delay system $\left(A_{k}^{0}, \eta_{k}\right)$ is positive (i.e., $A_{k}^{0}$ is Metzler and $\eta_{k} \in$ $N B V\left([-h, 0], \mathbb{R}^{n}\right)$ is non-decreasing on $\left.[-h, 0]\right)$ and the structuring matrices $D_{k}^{i}, E_{k}^{i}, i=0,1$ are nonnegative then its structured stability radius $r_{\mathbb{R}}\left(A_{k}^{0}, \eta_{k}\right)$ coincides with $r_{\mathbb{R}_{+}}\left(A_{k}^{0}, \eta_{k}\right)$, the stability radius corresponding to nonnegative perturbations, and can be estimated by some computable bounds, which yield the explicit formula for computing the structured stability radius, if $D_{k}^{0}=D_{k}^{1}$ or $E_{k}^{0}=E_{k}^{1}$, namely,

$$
\begin{equation*}
r_{\mathbb{R}_{+}}\left(A_{k}^{0}, A_{k}^{i}\right)=r_{\mathbb{R}}\left(A_{k}^{0}, A_{k}^{i}\right)=\left[\max _{j \in M}\left\|E_{k}^{j}\left(A_{k}^{0}+\eta_{k}(0)\right)^{-1} D_{k}^{j}\right\|\right]^{-1}, \quad M:=\{0,1\} . \tag{29}
\end{equation*}
$$

In the particular case of the positive linear systems with multiple discrete delays described by $(19)$, with $B_{k}(\theta) \equiv 0$, the above result implies readily the following formula of the stability radius:

$$
\begin{equation*}
r_{\mathbb{R}_{+}}\left(A_{k}^{0}, A_{k}^{i}\right)=r_{\mathbb{R}}\left(A_{k}^{0}, A_{k}^{i}\right)=\left[\max _{j \in M}\left\|E_{k}^{j}\left(\sum_{i=0}^{m} A_{k}^{i}\right)^{-1} D_{k}^{j}\right\|\right]^{-1}, \quad M:=\{0,1\} \tag{30}
\end{equation*}
$$

Remark 5. It has been shown in References 11,12 that, if the system is positive and $r_{\mathbb{R}_{+}}\left(A_{k}^{0}, \eta_{k}\right)<\infty$, then there exists a destabilizing perturbation of the form [ $\left.\widetilde{\Delta}_{k}, 0\right]$ or $\left[0, \widetilde{\delta}_{k}\right]$ such that $\widetilde{\Delta}_{k} \geq 0, \widetilde{\delta}_{k}(\cdot)$ is a step function $\widetilde{\delta}_{k}(-h)=0, \widetilde{\delta}_{k}(\theta)=\widetilde{\Delta}_{k}^{1} \geq 0, \theta \in(-h, 0]$, both matrices $\widetilde{\Delta}_{k}, \widetilde{\Delta}_{k}^{1}$ being of rank-one and $\left\|\widetilde{\Delta}_{k}\right\|=r_{\mathbb{R}_{+}}\left(A_{k}^{0}, \eta_{k}\right)$ or $\left\|\widetilde{\delta}_{k}\right\|=\left\|\widetilde{\Delta}_{k}^{1}\right\|=r_{\mathbb{R}_{+}}\left(A_{k}^{0}, \eta_{k}\right)$.
The following theorem gives a formula for computing the stability radius of positive switched systems over $\Sigma_{\mathrm{ADT}}$.
Theorem 2. Let the positive switched linear system (10), (13) be GES over $\Sigma_{\mathrm{ADT}}$ and subjected to affine perturbations (21), with nonnegative structuring matrices $D_{k}^{i}, E_{k}^{i}, i \in\{0,1\}, k \in \underline{N}$. Then its stability radius $r_{\mathbb{R}_{+}}^{s t r}\left(\Sigma_{\mathrm{ADT}}\right)$ is calculated as

$$
\begin{equation*}
r_{\mathbb{R}_{+}}^{s t r}\left(\Sigma_{\mathrm{ADT}}\right)=\min _{k \in \underline{N}} r_{\mathbb{R}_{+}}\left(A_{k}^{0}, \eta_{k}\right) \tag{31}
\end{equation*}
$$

If, moreover, $D_{k}^{0}=D_{k}^{1}$ or $E_{k}^{0}=E_{k}^{1}, k \in \underline{N}$, then we get

$$
\begin{equation*}
r_{\mathbb{R}_{+}}^{s t r}\left(\Sigma_{\mathrm{ADT}}\right)=\left[\max _{k \in \underline{N}, i \in M}\left\|E_{k}^{i}\left(A_{k}^{0}+\eta_{k}(0)\right)^{-1} D_{k}^{i}\right\|\right]^{-1}, M:=\{0,1\} \tag{32}
\end{equation*}
$$

In particular, the unstructured stability radius over $\Sigma_{\mathrm{ADT}}$ is calculated by

$$
\begin{equation*}
r_{\mathbb{R}_{+}}^{u n s t r}\left(\Sigma_{\mathrm{ADT}}\right)=\left[\max _{k \in \underline{N}}\left\|\left(A_{k}^{0}+\eta_{k}(0)\right)^{-1}\right\|\right]^{-1} \tag{33}
\end{equation*}
$$

Proof. To prove the upper bound, assume that $\min _{k \in \underline{N}} r_{\mathbb{R}_{+}}\left(A_{k}^{0}, \eta_{k}\right)=r_{\mathbb{R}_{+}}\left(A_{k_{0}}^{0}, \eta_{k_{0}}\right)$, for some $k_{0} \in \underline{N}$. By Remark 5, there exists a rank-one nonnegative perturbation $\left[\widetilde{\Delta}_{k_{0}}, \widetilde{\delta}_{k_{0}}\right]$ such that

$$
\left\|\widetilde{\Delta}_{k_{0}}\right\|+\left\|\widetilde{\delta}_{k_{0}}\right\|=r_{\mathbb{R}_{+}}\left(A_{k_{0}}^{0}, \eta_{k_{0}}\right)
$$

and the time-delay positive perturbed system $\left(\widetilde{A}_{k_{0}}^{0}, \widetilde{\eta}_{k_{0}}\right)$ (with $\widetilde{A}_{k_{0}}^{0}:=A_{k_{0}}^{0}+D_{k_{0}}^{0} \widetilde{\Delta}_{k_{0}} E_{k_{0}}^{0}, \quad \tilde{\eta}_{k_{0}}(\cdot):=\eta_{k_{0}}(\cdot)+$ $\left.D_{k_{0}}^{1} \widetilde{\delta}_{k_{0}}(\cdot) E_{k_{0}}^{1}\right)$ is not GES. This implies, however, that the perturbed switched linear system (22) associated with perturbation $\widetilde{\boldsymbol{\Delta}}:=\left\{\left[\Delta_{k}, \delta_{k}(\cdot)\right], k \in \underline{N}\right\}$ with $\left[\Delta_{k}, \delta_{k}(\cdot)\right]=0, \forall k \neq k_{0}$ and $\left[\Delta_{k}, \delta_{k}(\cdot)\right]=\left[\widetilde{\Delta}_{k_{0}}, \widetilde{\delta}_{k_{0}}(\cdot)\right]$ for $k=k_{0}$ is not GES under the switching signal $\sigma_{k_{0}}(t) \equiv k_{0}, t \geq 0$. On the other hand, it is obvious that $\sigma_{k_{0}} \in \Sigma_{\tau_{a}}, \forall \tau_{a}>0$, therefore, by the definition of the stability radius, we get

$$
\begin{equation*}
r_{\mathbb{R}_{+}}^{s t r}\left(\Sigma_{\mathrm{ADT}}\right) \leq\|\tilde{\Delta}\|_{\max }=\left\|\widetilde{\Delta}_{k_{0}}\right\|+\left\|\widetilde{\delta}_{k_{0}}\right\|=r_{\mathbb{R}_{+}}\left(A_{k_{0}}^{0}, \eta_{k_{0}}\right) \tag{34}
\end{equation*}
$$

as to be shown. To prove the lower bound, let $\Delta:=\left\{\left[\Delta_{k}, \delta_{k}(\cdot)\right], k \in \underline{N}\right\}$ be an arbitrary nonnegative disturbance such that $\|\Delta\|_{\max }:=\max _{k \in \underline{N}}\left(\left\|\Delta_{k}\right\|+\left\|\delta_{k}\right\|\right)<\min _{k \in \underline{N}} r_{\mathbb{R}_{+}}\left(A_{k}^{0}, \eta_{k}\right)=r_{\mathbb{R}_{+}}\left(A_{k_{0}}^{0}, \eta_{k_{0}}\right)$. Then for each $k \in \underline{N}$, we have

$$
\left\|\Delta_{k}\right\|+\left\|\delta_{k}\right\|<r_{\mathbb{R}_{+}}\left(A_{k}^{0}, \eta_{k}\right)
$$

and, hence, by definition of the stability radius of the subsystem $\left(A_{k}^{0}, \eta_{k}\right)$, all the positive perturbed systems $\left(\widetilde{A}_{k}^{0}, \widetilde{\eta}_{k}\right), k \in \underline{N}$ are GES. It follows, by theorem 4.1 of Reference 13 that there exist strictly positive vectors $\xi_{k} \gg 0, k \in \underline{N}$, such that $\left(\widetilde{A}_{k}^{0}+\widetilde{\eta}_{k}(0)\right) \xi_{k} \ll 0, k \in \underline{N}$ which, by Theorem 1 , implies that the perturbed switched $\operatorname{system}(\widetilde{\mathcal{A}}, \widetilde{\Gamma}, \sigma)$ is GES over $\Sigma_{\mathrm{ADT}}$. Indeed, it has been shown by corollary 6 in Reference 36 that the positive switched system $(\widetilde{\mathcal{A}}, \widetilde{\Gamma}, \sigma)$ is then GES over $\Sigma_{\tau_{a}}$ for any $\tau_{a}>\tau_{*}=\frac{\ln \gamma}{\alpha}$, where $\gamma:=\max \left\{\xi_{k, i} / \xi_{l, i}, k, l \in \underline{N}, i \in\right.$ $\underline{n}\}>1$ and $\alpha>0$ is chosen to satisfy $\left(\widetilde{A}_{k}^{0}+e^{\alpha h} \widetilde{\eta}_{k}(0)\right) \xi_{k} \leq-\alpha \xi_{k}, k \in \underline{N}$. Therefore, by the definition of the stability radius, we get $r_{\mathbb{R}_{+}}^{s t r}\left(\Sigma_{\mathrm{ADT}}\right) \geq \min _{k \in \underline{N}} r_{\mathbb{R}_{+}}\left(A_{k}^{0}, \eta_{k}\right)$, which, together with (34) and (29) implies (31) and (32), completing the proof.

Example 1. Consider the time-delay switched positive linear system (10) in $\mathbb{R}^{2}$ with $h=1, N=2$,

$$
A_{1}^{0}=\left[\begin{array}{cc}
-5.0221 & 0.2531 \\
1.0103 & -3.0105
\end{array}\right], A_{2}^{0}=\left[\begin{array}{cc}
-4.1023 & 0.2517 \\
0.5314 & -2.4531
\end{array}\right]
$$

and, for $k=1,2$,

$$
\begin{gathered}
\eta_{k}(\theta)= \begin{cases}0 & \text { if } \theta=-1 \\
A_{k}^{1} \in \mathbb{R}^{2 \times 2} & \text { if } \theta \in(-1,0]\end{cases} \\
A_{1}^{1}=\left[\begin{array}{ll}
0.6321 & 0.3507 \\
1.0315 & 0.2403
\end{array}\right], A_{2}^{1}=\left[\begin{array}{cc}
1.103 & 0.5041 \\
0.7013 & 0.1102
\end{array}\right] .
\end{gathered}
$$

Choosing positive vectors $\xi_{1}=\left[\begin{array}{ll}0.5 & 1\end{array}\right]^{\top}$ and $\xi_{2}=\left[\begin{array}{ll}1 & 0.8\end{array}\right]^{\top}$, it is readily verified that the condition (20) holds and therefore the system is GES over $\Sigma_{\text {ADT }}$. Now, assume that the second rows of the above subsystems matrices are subjected to unknown disturbances so that the perturbed subsystems take the form

$$
\begin{equation*}
\dot{x}(t)=\widetilde{A}_{k}^{0} x(t)+\widetilde{A}_{k}^{1} x(t-1), t \geq 0, k=1,2 \tag{35}
\end{equation*}
$$

where

$$
\begin{array}{ll}
\widetilde{A}_{1}^{0}=\left[\begin{array}{cc}
-5.0221 & 0.2531 \\
1.0103+\omega_{1,1}^{0} & -3.0105+\omega_{1,2}^{0}
\end{array}\right], & \widetilde{A}_{1}^{1}=\left[\begin{array}{cc}
0.6321 & 0.3507 \\
1.0315+\omega_{1,1}^{1} & 0.2403+\omega_{1,2}^{1}
\end{array}\right], \\
\widetilde{A}_{2}^{0}=\left[\begin{array}{ccc}
-4.1023 & 0.2517 \\
0.5314+\omega_{2,1}^{0} & -2.4531+\omega_{2,2}^{0}
\end{array}\right], & \widetilde{A}_{2}^{1}=\left[\begin{array}{cc}
1.103 & 0.5041 \\
0.7013+\omega_{2,1}^{1} & 0.1102+\omega_{2,2}^{1}
\end{array}\right],
\end{array}
$$

and $\omega_{k}^{i}, k=1,2, i=0,1$ are unknown parameters. Then, by defining the structuring matrices $D_{1}^{0}=D_{2}^{0}=D_{1}^{1}=$ $D_{2}^{1}=\left[\begin{array}{ll}0 & 1\end{array}\right]^{\top} \in \mathbb{R}^{2 \times 1}$ and $E_{1}^{0}=E_{2}^{0}=E_{1}^{1}=E_{2}^{1}=I_{2} \in \mathbb{R}^{2 \times 2}$ (the identity matrix) and setting $\boldsymbol{\Delta}=\left[\Delta_{k}^{0}, \Delta_{k}^{1}\right]$ with $\Delta_{k}^{i}=\left[\omega_{k, 1}^{i} \omega_{k, 2}^{i}\right] \in \mathbb{R}_{+}^{1 \times 2}, i=0,1$ and $k=1,2$ we get the affine perturbation model (21). By Theorem 2 and formula (30), the stability radius of the switched system under consideration is

$$
r_{\mathbb{R}_{+}}^{s t r}\left(\Sigma_{\mathrm{ADT}}\right)=\min _{k \in \underline{N}} r_{\mathbb{R}_{+}}\left(A_{k}^{0}, A_{k}^{i}\right)=2.0323
$$

It follows, by definition, that the perturbed switched system having (35) as subsystems is GES over $\Sigma_{\mathrm{ADT}}$, for any disturbances $\omega_{k, j}^{i} \geq 0$ satisfying $\max _{k=1,2}\left\{\omega_{k, 1}^{0}+\omega_{k, 2}^{0}+\omega_{k, 1}^{1}+\omega_{k, 2}^{1}\right\}<2.0323$.

Now, let the switched system (10), (13) be GES over $\Sigma_{+}$and the constituent subsystems be subjected to affine perturbations (21). Then, by the same argumentation as in the proof of Theorem 2, it can be shown that

$$
\begin{equation*}
r_{\mathbb{R}}^{s t r}\left(\Sigma_{+}\right) \leq \min _{k \in \underline{N}} r_{\mathbb{R}}\left(A_{k}, \eta_{k}\right) . \tag{36}
\end{equation*}
$$

However, it is easy to construct an example to shown that a formula similar to (31) is not true for this radius $r_{\mathbb{R}}^{s t r}\left(\Sigma_{+}\right)$, even for the unstructured perturbations case.

Finding a formula for computing or estimating the stability radius of a switched system over $\Sigma_{+}$is a difficult problem. So far, this problem was considered only for linear delay-free systems (see, e.g., References $14,37,38$ ) where some lower bounds for the stability radius were obtained. In the case of positive systems in $\mathbb{R}^{2}$, with two switched modes, based on the necessary and sufficient conditions of stability obtained in References 42,43, we have a formula for computing the unstructured stability radius, by the following theorem.

Theorem 3. Consider the positive linear switched system in $\mathbb{R}^{2}$, with two stable modes,

$$
\begin{equation*}
\dot{x}=A_{\sigma(t)}^{0} x(t), t \geq 0, \sigma(t) \in\{1,2\} \tag{37}
\end{equation*}
$$

Assume that the system is GES over $\Sigma_{+}$. Then the unstructured stability radius of this system is calculated by

$$
\begin{equation*}
r_{\mathbb{R}}^{u n s t r}\left(\Sigma_{+}\right)=\min _{\alpha \in[0,1]} r_{\mathbb{R}}\left(\alpha A_{1}^{0}+(1-\alpha) A_{2}^{0}\right):=\gamma, \tag{38}
\end{equation*}
$$

where $r_{\mathbb{R}}(A)$ denotes the real unstructured stability radius of a Hurwitz matrix $A$.

Proof. Since the switched system (37) is positive and GES over $\Sigma_{+}$, it follows that all matrices of the matrix pencil $A_{\alpha}:=\alpha A_{1}^{0}+(1-\alpha) A_{2}^{0}, \alpha \in[0,1]$ are Metzler and, moreover, Hurwitz, by Corollary 2.3 of Reference 14. Due to the continuity of the stability radius (see, e.g., Reference 3), there exists $\alpha_{0} \in[0,1]$ such that

$$
\min _{\alpha \in[0,1]} r_{\mathbb{R}}\left(A_{\alpha}\right)=r_{\mathbb{R}}\left(A_{\alpha_{0}}\right)=\gamma
$$

We proof first that

$$
\begin{equation*}
r_{\mathbb{R}}^{u n s t r}\left(\Sigma_{+}\right) \leq \gamma . \tag{39}
\end{equation*}
$$

Obviously, (39) holds if $\alpha_{0}=0$ or 1 . Assume to the contrary that $r_{\mathbb{R}}\left(A_{\alpha_{0}}\right)=\gamma<r_{\mathbb{R}}^{\text {unstr }}\left(\Sigma_{+}\right)$, for some $\alpha_{0} \in(0,1)$. Then, by the definition (25), the perturbed systems ( $\tilde{\mathcal{A}}, \sigma$ ) are GES for any signal $\sigma \in \Sigma_{+}$and any perturbations $\boldsymbol{\Delta}=\left[\Delta_{1}, \Delta_{2}\right]$ such that $\|\Delta\|_{\max }:=\max \left\{\left\|\Delta_{1}\right\|,\left\|\Delta_{2}\right\|\right\} \leq \gamma<r_{\mathbb{R}}^{u n s t r}\left(\Sigma_{+}\right)$, implying, again by Corollary 2.3 of Reference 14, that all convex combination

$$
\begin{equation*}
\widetilde{A}_{\alpha}:=\alpha\left(A_{1}^{0}+\Delta_{1}\right)+(1-\alpha)\left(A_{2}^{0}+\Delta_{2}\right), \alpha \in[0,1] \text { are Hurwitz. } \tag{40}
\end{equation*}
$$

On the other hand, it follows from the theory of stability radius (see, e.g., References 3,5), that there exists a minimal destabilizing perturbation $\Delta_{\alpha_{0}} \in \mathbb{R}^{2 \times 2}$ such that $\left\|\Delta_{\alpha_{0}}\right\|=r_{\mathbb{R}}\left(A_{\alpha_{0}}\right)=\gamma$ and the perturbed matrix

$$
\widetilde{A}_{\alpha_{0}}=A_{\alpha_{0}}+\Delta_{\alpha_{0}}=\alpha_{0}\left(A_{1}^{0}+\Delta_{\alpha_{0}}\right)+\left(1-\alpha_{0}\right)\left(A_{2}^{0}+\Delta_{\alpha_{0}}\right)
$$

is not Hurwitz, contradicting to (40). Thus (39) is proved. Further, let $\Delta=\left[\Delta_{1}, \Delta_{2}\right]$ be an arbitrary perturbation such that $\Delta_{i} \geq 0, i=1,2$ and $\|\Delta\|_{\max }<\gamma=r_{\mathbb{R}}\left(A_{\alpha_{0}}\right)=r_{\mathbb{R}_{+}}\left(A_{\alpha_{0}}\right)$, the last equality between stability radii being proved in Reference 5, for any Metzler and Hurwitz matrix. Then, defining, for any $\alpha \in[0,1]$, the pertubation $\Delta_{\alpha}:=\alpha \Delta_{1}+(1-\alpha) \Delta_{2}$ we have, obviously, $\left\|\Delta_{\alpha}\right\| \leq \max _{i=1,2}\left\|\Delta_{i}\right\|<\gamma=r_{\mathbb{R}}\left(A_{\alpha_{0}}\right) \leq r_{\mathbb{R}}\left(A_{\alpha}\right)$ and, therefore, the perturbed matrix $\widetilde{A}_{\alpha}:=A_{\alpha}+\Delta_{\alpha}$ is Hurwitz, while being Metzler. It follows, by a result in References 42 and 43 , that the perturbed positive switched $\operatorname{system}(\tilde{\mathcal{A}}, \sigma)$ is GES for arbitrary switching $\sigma \in \Sigma_{+}$(the perturbed modes $\dot{x}=\left(A_{k}^{0}+\Delta_{k}\right) x, k=1,2$, having, moreover, a common quadratic Lyapunov function). Since
this was proved for an arbitrary nonnegative perturbation $\boldsymbol{\Delta}$ satisfying $\|\Delta\|_{\max }<r_{\mathbb{R}}\left(A_{\alpha_{0}}\right)$ it implies, by the definition (25) and Remark 3, that $r_{\mathbb{R}}^{u n s t r}\left(\Sigma_{+}\right) \geq r_{\mathbb{R}}\left(A_{\alpha_{0}}\right)=\gamma$. This, together with (39), yields (38), completing the proof.

Remark 6. Note that the proof of the upper bound (39) is valid without the assumption on positivity of the system. Further, it follows from the above proof that, actually, the equality holds in (26), for the class of two-dimensional positive switched systems (37). Remark, furthermore, that the real unstructured stability radius of a Hurwitz matrix $A \in \mathbb{R}^{2 \times 2}$ can be calculated straightforwardly as $r_{\mathbb{R}}(A)=\min \left\{s_{2}(A) ;|\operatorname{Tr}(A)| / 2\right\}$ where $s_{2}(A)$ is the smallest singular value of $A$ and $\operatorname{Tr}$ denotes its trace, provided that the Euclidean vector norm in $\mathbb{R}^{2}$ is used (see, e.g., Reference 3). On the other hand, if the matrix $A \in \mathbb{R}^{n \times n}$ is Metzler and Hurwitz, then its real unstructured stability radius is given by $r_{\mathbb{R}}(A)=\left[\left\|A^{-1}\right\|\right]^{-1}$, for any monotonic vector norm of $\mathbb{R}^{n}$, in particular for $\infty$-norm (see, e.g., Reference 5). As a consequence, the problem of calculation of the unstructured stability radius of switched linear system (37) is reduced, by (38), to a minimization problem with respect to the parameter $\alpha \in[0,1]$. The extension of Theorem 3 to higher-order systems is not valid, because the proof of the lower bound of the stability radius $r_{\mathbb{R}}^{u n s t r}\left(\Sigma_{+}\right)$is based on the result of Reference 42, which was shown to be false for $n=3$, by a counterexample in Reference 44 . On the other hand, based on Reference 45, a result similar to Theorem 3 can be obtained for a more general switched systems in $\mathbb{R}^{2}$ of the form $\dot{x}=A_{\sigma}^{0} x(t), t \geq 0, \sigma(t) \in\{1,2, \ldots, N\}$, with $N>2$, namely, we have

$$
\begin{equation*}
r_{\mathbb{R}}^{u n s t r}\left(\Sigma_{+}\right)=\min _{i, j \in \underline{N}} \min _{\alpha \in[0,1]} r_{\mathbb{R}}\left(\alpha A_{i}^{0}+(1-\alpha) A_{j}^{0}\right) \tag{41}
\end{equation*}
$$

The following example illustrates the use of Theorem 3.
Example 2. Consider the switched positive linear system (19) in $\mathbb{R}^{2}$ with $h=0, m=0, N=2$, and with the two stable modes

$$
A_{1}^{0}=\left[\begin{array}{cc}
-1 & 0.2 \\
0.5 & -1
\end{array}\right], A_{2}^{0}=\left[\begin{array}{cc}
-1 & 0.4 \\
1 & -1
\end{array}\right] .
$$

It is readily verified that vector $\xi=\left[\begin{array}{ll}1 & 2\end{array}\right]^{\top}$ satisfies $A_{k}^{0} \xi \ll 0, k=1,2$ so that, by Corollary 1 , this switched system is GES over $\Sigma_{+}$. Define the matrix pencil

$$
A_{\alpha}=\alpha A_{1}^{0}+(1-\alpha) A_{2}^{0}=\left[\begin{array}{cc}
-1 & 0.4-0.2 \alpha \\
1-0.5 \alpha & -1
\end{array}\right], \alpha \in[0,1] .
$$

Then, we have

$$
r_{\mathbb{R}}\left(A_{\alpha}\right)=\frac{1}{\left\|A_{\alpha}^{-1}\right\|}=\frac{6+4 \alpha-\alpha^{2}}{20-5 \alpha}, \alpha \in[0,1] .
$$

By a simple calculation, we obtain $\min _{\alpha \in[0,1]} r_{\mathbb{R}}\left(A_{\alpha}\right)=r_{\mathbb{R}}\left(A_{2}^{0}\right)=0.3$. Therefore, by Theorem $3, r_{\mathbb{R}}^{u n s t r}\left(\Sigma_{+}\right)=0.3$.
Below we make use of the approach developed in Reference 38 and Theorem 1 to establish some bounds for the structured stability radius of the system (10), (13) over $\Sigma_{+}$.

Assume that the condition (18) holds for the switched time-delay linear system (10), (13) or, equivalently, the open convex cone

$$
\begin{equation*}
\mathcal{G}_{\mathcal{A}, \Gamma}=\left\{\xi \in \mathbb{R}_{+}^{n}: \xi \gg 0,\left(\mathcal{M}\left(A_{k}^{0}\right)+V\left(\eta_{k}\right)\right) \xi \ll 0, k \in \underline{N}\right\} \tag{42}
\end{equation*}
$$

is non-empty. Then, by Theorem 1 , system (10), (13) is GES over $\Sigma_{+}$. Denote, for each $\xi \in \mathcal{G}_{\mathcal{A}, \Gamma}$ and each $k \in \underline{N}$,

$$
\begin{equation*}
\left(\mathcal{M}\left(A_{k}^{0}\right)+V\left(\eta_{k}\right)\right) \xi=-\left(\beta_{1}^{k}(\xi), \beta_{2}^{k}(\xi), \ldots, \beta_{n}^{k}(\xi)\right)^{\top} \tag{43}
\end{equation*}
$$

and define

$$
\begin{equation*}
\beta(\xi):=\min _{k \in \underline{N}, i \in \underline{n}} \beta_{i}^{k}(\xi) \tag{44}
\end{equation*}
$$

then, clearly, $\beta(\xi)>0$. The following theorem gives computable estimates for the structured stability radius of the system (10) over $\Sigma_{+}$. The proof is similar to the case of delay-free systems considered in Reference 38 . We give the details for the completeness of the presentation.

Theorem 4. Let the switched time-delay linear system (10), (13) be GES over $\Sigma_{+}$. Assume, moreover, that the condition (16) holds or, equivalently, $\mathcal{G}_{\mathcal{A}, \Gamma} \neq \emptyset$. Then the structured stability radius of the switched linear system (10) over $\Sigma_{+}$, subject to structured affine perturbations (21), satisfies the inequality

$$
\begin{equation*}
\frac{1}{M_{0}} \sup _{\xi \in \mathcal{G}_{\mathcal{A}, \Gamma}} \frac{\beta(\xi)}{\|\xi\|} \leq r_{\mathbb{R}}^{s t r}\left(\Sigma_{+}\right) \leq \min _{k \in \underline{N}} r_{\mathbb{R}}\left(A_{k}^{0}, \eta_{k}\right), \tag{45}
\end{equation*}
$$

where

$$
M_{0}:=\max _{k \in \underline{N}}\left\{\left\|D_{k}^{0}\right\|\left\|E_{k}^{0}\right\| ;\left\|D_{k}^{1}\right\|\left\|E_{k}^{1}\right\|\right\}
$$

Proof. The upper bound in (45) is proved similarly as in Theorem 2. To prove the lower bound, first we have, by (9), (43), and (44), for each $k \in \underline{N}, \xi \in \mathcal{G}_{\mathcal{A}, \Gamma}$ and arbitrary disturbances $\Delta_{k} \in \mathbb{R}^{r_{k} \times q_{k}}, \delta_{k}(\cdot) \in$ $N B V\left([-h, 0], \mathbb{R}^{s_{k} \times p_{k}}\right)$,

$$
\begin{align*}
\left(\mathcal{M}\left(\widetilde{A}_{k}^{0}\right)+V\left(\widetilde{\eta}_{k}\right)\right) \xi & \leq\left(\mathcal{M}\left(A_{k}^{0}\right) \xi+V\left(\eta_{k}\right) \xi+\left(\left|D_{k}^{0} \Delta_{k} E_{k}^{0}\right|+V\left(D_{k}^{1} \delta_{k} E_{k}^{1}\right)\right) \xi\right. \\
& \leq-\beta(\xi) \mathbf{1}_{n}+\left(\left|D_{k}^{0} \Delta_{k} E_{k}^{0}\right|+V\left(D_{k}^{1} \delta_{k} E_{k}^{1}\right)\right) \xi \tag{46}
\end{align*}
$$

where $\mathbf{1}_{n}:=(1,1, \ldots, 1)^{\top}$. Using (5), (6) and the definition of $M_{0}$ we get easily, for any $k \in \underline{N}$,

$$
\begin{equation*}
\left\|\left(\left|D_{k}^{0} \Delta_{k} E_{k}^{0}\right|+V\left(D_{k}^{1} \delta_{k} E_{k}^{1}\right)\right) \xi\right\| \leq M_{0}\left(\left\|\Delta_{k}\right\|+\left\|\delta_{k}\right\|\right)\|\xi\| . \tag{47}
\end{equation*}
$$

It follows that, for any disturbance $\Delta:=\left\{\left[\Delta_{k}, \delta_{k}(\cdot)\right], k \in \underline{N}\right\}$ satisfying

$$
\begin{equation*}
\|\Delta\|_{\max }:=\max _{k \in \underline{N}}\left(\left\|\Delta_{k}\right\|+\left\|\delta_{k}\right\|\right)<\frac{1}{M_{0}} \frac{\beta(\xi)}{\|\xi\|} \tag{48}
\end{equation*}
$$

we have $\left\|\left(\left|D_{k}^{0} \Delta_{k} E_{k}^{0}\right|+V\left(D_{k}^{1} \delta_{k} E_{k}^{1}\right)\right) \xi\right\|<\beta(\xi)$. Therefore every component of the vector $\left(\left|D_{k}^{0} \Delta_{k} E_{k}^{0}\right|+\right.$ $\left.V\left(D_{k}^{1} \delta_{k} E_{k}^{1}\right)\right) \xi$ is strictly smaller than $\beta(\xi)$. It follows, by (46), that

$$
\left(\mathcal{M}\left(\widetilde{A}_{k}^{0}\right)+V\left(\widetilde{\eta}_{k}\right)\right) \xi \ll 0, \forall k \in \underline{N} .
$$

Therefore, by Theorem 1 , the perturbed system (22) is GES over $\Sigma_{+}$. Since this is proved for any disturbance $\boldsymbol{\Delta}$ satisfying (48), we have, by definition, $r_{\mathbb{R}}^{s t r}\left(\Sigma_{+}\right) \geq \frac{1}{M_{0}} \frac{\beta(\xi)}{\|\xi\|}$, for any $\xi \in \mathcal{C}_{\mathcal{A}, \Gamma}$, yielding the lower bound in (45) and completing the proof.

Remark 7. We note that the calculation of the lower bound of stability radius in (45) requires solving a system on $N$ linear inequalities to form, by (42), the open convex cone $\mathcal{G}_{\mathcal{A}, \Gamma}$ of all strictly positive solutions and then solving the optimization problem $\sup \left\{\frac{\beta(\xi)}{\|\xi\|}: \xi \in \mathcal{G}_{\mathcal{A}, \Gamma}\right\}$. Moreover, since $\beta(\xi) /\|\xi\|=\beta(\xi /\|\xi\|)$ the last problem is obviously reduced to finding the maximum of the function $\beta(\cdot)$ over the compact set $\operatorname{cl} \mathcal{C}_{\mathcal{A}, \Gamma} \cap S_{1}$ where $S_{1}=\left\{\xi \in \mathbb{R}^{n}:\|\xi\|=1\right\}$, the unit ball of $\mathbb{R}^{n}$. In this regard, it is an interesting question to find out a particular class of time-delay switched linear systems for which the estimates (45) yields actually a formula for calculation of the stability radius (see Reference 38; Corollary 3, for the case of delay-free switched systems).
In the following example, a numerical simulation in $\mathbb{R}^{2}$ is given to illustrate Theorem 4.
Example 3. Consider the time-delay switched positive linear system (10) in $\mathbb{R}^{2}$ with $h=1, N=2$,

$$
A_{1}^{0}=\left[\begin{array}{cc}
-4.0122 & 0.1501 \\
1.1102 & -4.0215
\end{array}\right], A_{2}^{0}=\left[\begin{array}{cc}
-5.2102 & 0.3125 \\
0.2102 & -1.2135
\end{array}\right]
$$



FI G URE 1 The solution trajectory of the system a switching $\sigma_{0} \in \Sigma_{+}$.
and, for $k=1,2$,

$$
\begin{gathered}
\eta_{k}(\theta)= \begin{cases}0 & \text { if } \theta=-1 \\
B_{k} \in \mathbb{R}^{2 \times 2} & \text { if } \theta \in(-1,0]\end{cases} \\
B_{1}=\left[\begin{array}{ll}
0.2312 & 1.0102 \\
0.1205 & 0.3112
\end{array}\right], B_{2}=\left[\begin{array}{ll}
0.2123 & 0.6125 \\
0.4102 & 0.5213
\end{array}\right] .
\end{gathered}
$$

Choosing $\xi_{0}=\left[\begin{array}{ll}1 & 2\end{array}\right]^{\top} \gg 0$, we verify readily that $\xi_{0}$ satisfies (43). Therefore, this time-delay switched linear system is exponentially stable. For instance, if we choose the switching signal $\sigma_{0} \in \Sigma_{+}$defined as $\sigma_{0}(t)=1$, for $t$ in the intervals $[0,2) ;[5,7) ;[10,13) ;[15,16)$ and $\sigma_{0}(t)=2$, for $t$ in the intervals $[2,5) ;[7,10) ;[13,15)$, and the initial condition given by the function $\varphi(\theta)=(|\sin (\theta)||\cos (\theta)|)^{\top}, \theta \in[-1,0]$, then the solution's trajectory of the time-delay switched linear system converges exponentially to zero, as shown in Figure 1.

Assume that the system's matrices are subjected to structured perturbations so that the perturbed subsystems take the form

$$
\begin{equation*}
\dot{x}(t)=\widetilde{A}_{k}^{0} x(t)+\widetilde{B}_{k} x(t-1), t \geq 0, k=1,2 \tag{49}
\end{equation*}
$$

where

$$
\begin{aligned}
& \widetilde{A}_{1}^{0}=\left[\begin{array}{cc}
-4.0122 & 0.1501 \\
1.1102+\delta_{1} & -4.0215+\delta_{2}
\end{array}\right], \widetilde{B}_{1}=\left[\begin{array}{cc}
0.2312+\gamma_{1} & 1.0102+\gamma_{2} \\
0.1205 & 0.3112
\end{array}\right], \\
& \widetilde{A}_{2}^{0}=\left[\begin{array}{cc}
-5.2102+\delta_{3} & 0.3125+\delta_{4} \\
0.2102 & -1.2135
\end{array}\right], \widetilde{B}_{2}=\left[\begin{array}{cc}
0.2123 & 0.6125 \\
0.4102+\gamma_{3} & 0.5213+\gamma_{4}
\end{array}\right],
\end{aligned}
$$

and $\delta_{k}, \gamma_{k}, k \in \underline{4}$ are unknown disturbances. Then, taking the structuring matrices $D_{1}^{0}=D_{1}^{1}=\left[\begin{array}{ll}0 & 1\end{array}\right]^{\top}, D_{2}^{0}=D_{2}^{1}=\left[\begin{array}{ll}1 & 0\end{array}\right]^{\top}$ and $E_{1}^{0}=E_{2}^{0}=E_{1}^{1}=E_{2}^{1}=I_{2}$ (the identity matrix in $\mathbb{R}^{2 \times 2}$ ) we can represent this perturbation model in the form (21). Since all subsystems are positive and

$$
\begin{aligned}
& A_{1}^{0}+\eta_{1}(0)=A_{1}^{0}+B_{1}=\left[\begin{array}{cc}
-3.7810 & 1.1603 \\
1.2307 & -3.7103
\end{array}\right] \\
& A_{2}^{0}+\eta_{2}(0)=A_{2}^{0}+B_{2}=\left[\begin{array}{cc}
-4.9979 & 0.9250 \\
0.6204 & -0.6922
\end{array}\right]
\end{aligned}
$$



FIGURE 2 All perturbed systems are exponentially stable under switching $\sigma_{0} \in \Sigma_{+}$if $\|\Delta\|_{\max }<0.2547$.
we can use (29) to compute their real stability radii and get the upper bound in (45) as

$$
\min _{k \in \underline{N}} r_{\mathbb{R}}\left(A_{k}^{0}, \eta_{k}\right)=2.1984
$$

By (43) and (44), we get readily $\beta\left(\xi_{0}\right)=\min _{k \in \underline{N}, k \in \underline{n}} \beta_{i}^{k}\left(\xi_{0}\right)=0.7640$. Moreover, clearly, $M_{0}=\max _{k=1,2}\left\{\left\|D_{k}^{0}\right\|\left\|E_{k}^{0}\right\|\right.$, $\left.\left\|D_{k}^{1}\right\|\left\|E_{k}^{1}\right\|\right\}=1$. Therefore, by Theorem 4, we obtain the following lower bound for the stability radius of the time-delay switched linear system under consideration:

$$
r_{\mathbb{R}}^{s t r}\left(\Sigma_{+}\right) \geq \frac{1}{M_{0}} \sup _{\xi \in G_{\mathcal{A}, \Gamma}} \frac{\beta(\xi)}{\|\xi\|} \geq \frac{\beta\left(\xi_{0}\right)}{\left\|\xi_{0}\right\|}=0.2547
$$

It follows, by definition, that the perturbed time-delay switched linear system associated with (73) is exponentially stable, under arbitrary switching $\sigma \in \Sigma_{+}$, for any disturbance $\Delta$ satisfying $\|\Delta\|=\max _{k \in \underline{4}}\left\{\left|\delta_{k}\right|+\left|\gamma_{k}\right|\right\}<0.2547$. Thus, if we choose randomly disturbance parameters $\delta_{k}, \gamma_{k}, k \in \underline{4}$ satisfying this condition and the same switching $\sigma_{0} \in \Sigma_{+}$as above, then the trajectory of the perturbed switched system (simulated by MATLAB toolbox) decays exponentially to zero as $t$ tends to the infinity, as shown in Figure 2.

Below we will make use of Lemma 1 and Theorem 1 in Section 2 to get another lower bound of $r_{\mathbb{R}}^{s t r}\left(\Sigma_{+}\right)$, which is explicitly expressed in terms of the system's data.

Theorem 5. Assume that the switched linear system (10), (13) is GES over $\Sigma_{+}$and subjected to affine perturbations of the form (21). Assume, moreover, that the condition (16) holds. Then the real structured stability radius of the switched linear system (10) over $\Sigma_{+}$, subject to affine perturbations (21), satisfies the following estimates:

$$
\begin{equation*}
\left.r_{0}:=\left[\max _{k \in \underline{N} ; i, j \in M} \|\left|E_{k}^{i}\right|\left(-\left(\mathcal{M}\left(A_{k}^{0}\right)\right)+V\left(\eta_{k}\right)\right)^{-1}\right)\left|D_{k}^{j}\right| \|\right]^{-1} \leq r_{\mathbb{R}}^{s t r}\left(\Sigma_{+}\right) \leq \min _{k \in \underline{N}} r_{\mathbb{R}}\left(A_{k}^{0}, \eta_{k}\right) \tag{50}
\end{equation*}
$$

where $M:=\{0,1\}$.

Proof. The upper bound in (50) is proved similarly as in Theorem 2. In order to prove the lower bound, by Definition 3, it suffices to show that, for any switching signal $\sigma \in \Sigma_{+}$and any perturbation $\boldsymbol{\Delta}:=$ $\left\{\left[\Delta_{k}, \delta_{k}(\cdot)\right], k \in \underline{N}\right\}$ such that

$$
\begin{equation*}
\|\Delta\|_{\max }=\max _{k \in \mathbb{N}}\left(\left\|\Delta_{k}\right\|+\left\|\delta_{k}\right\|\right)<r_{0}, \tag{51}
\end{equation*}
$$

the perturbed system $(\widetilde{\mathcal{A}}, \widetilde{\Gamma}, \sigma)$ described by (22) is GES, where $\widetilde{A}_{k}^{0}=A_{k}^{0}+D_{k}^{0} \Delta_{k} E_{k}^{0}$ and $\widetilde{\eta}_{k}=\eta_{k}+D_{k}^{1} \delta_{k} E_{k}^{1}$. By using (6) and (9), we have, for all $k \in \underline{N}$,

$$
\begin{align*}
\mathcal{M}\left(\widetilde{A}_{k}^{0}\right)+V\left(\widetilde{\eta}_{k}\right) & \leq \mathcal{M}\left(A_{k}^{0}\right)+\left|D_{k}^{0} \Delta_{k} E_{k}^{0}\right|+V\left(\eta_{k}\right)+V\left(D_{k}^{1} \delta_{k} E_{k}^{1}\right) \\
& \leq \mathcal{M}\left(A_{k}^{0}\right)+V\left(\eta_{k}\right)+\left|D_{k}^{0}\right|\left|\Delta_{k}\right|\left|E_{k}^{0}\right|+\left|D_{k}^{1}\right| V\left(\delta_{k}\right)\left|E_{k}^{1}\right| . \tag{52}
\end{align*}
$$

Further, by the condition (16) there exists $\xi_{0} \gg 0$ such that

$$
\begin{equation*}
\left(\mathcal{M}\left(A_{k}^{0}\right)+V\left(\eta_{k}\right)\right) \xi_{0} \ll 0, \forall k \in \underline{N} . \tag{53}
\end{equation*}
$$

We will show that

$$
\begin{equation*}
\left(\mathcal{M}\left(\widetilde{A}_{k}^{0}\right)+V\left(\widetilde{\eta}_{k}\right)\right) \xi_{0} \ll 0, \forall k \in \underline{N} \tag{54}
\end{equation*}
$$

which would imply, by the second part of Theorem 1 , that the perturbed system $(\tilde{\mathcal{A}}, \tilde{\Gamma}, \sigma)$ is GES. Assume, to the contrary, that (54) does not hold, or, equivalently, there exists $k_{0} \in \underline{N}$ such that $0 \leq\left(\mathcal{M}\left(\widetilde{A}_{k_{0}}^{0}\right)+V\left(\tilde{\eta}_{k_{0}}\right)\right) \xi_{0}$. Then, by (52), we have

$$
\begin{equation*}
-\left(\mathcal{M}\left(A_{k_{0}}^{0}\right)+V\left(\eta_{k_{0}}\right)\right) \xi_{0} \leq\left|D_{k_{0}}^{0}\right|\left|\Delta_{k_{0}}\right|\left|E_{k_{0}}^{0}\right| \xi_{0}+\left|D_{k_{0}}^{1}\right| V\left(\delta_{k_{0}}\right)\left|E_{k_{0}}^{1}\right| \xi_{0} \tag{55}
\end{equation*}
$$

By Lemma 1 (iii), it follows from (53) that the matrix $\mathcal{M}\left(A_{k_{0}}^{0}\right)+V\left(\eta_{k_{0}}\right)$ has the negative inverse. Therefore, (55) implies

$$
\begin{equation*}
\xi_{0} \leq-\left(\mathcal{M}\left(A_{k_{0}}^{0}\right)+V\left(\eta_{k_{0}}\right)\right)^{-1}\left(\left|D_{k_{0}}^{0}\right|\left|\Delta_{k_{0}}\right|\left|E_{k_{0}}^{0}\right| \xi_{0}+\left|D_{k_{0}}^{1}\right| V\left(\delta_{k_{0}}\right)\left|E_{k_{0}}^{1}\right| \xi_{0}\right) . \tag{56}
\end{equation*}
$$

Let $p \in M:=\{0,1\}$ be an index such that $\left\|\left|E_{k_{0}}^{p}\right| \xi_{0}\right\|=\max \left\{\left\|| | E_{k_{0}}^{0}\left|\xi_{0}\|;\|\right| E_{k_{0}}^{1} \mid \xi_{0}\right\|\right\}$ then $\left\|\left|E_{k_{0}}^{p}\right| \xi_{0}\right\|>0$ because, otherwise, $\left|E_{k_{0}}^{i}\right| \xi_{0}=0, i=0,1$ and (56) would imply $\xi_{0}=0$, a contradiction. Left multiplying the inequality (56) by $\left|E_{k_{0}}^{p}\right|$ and taking the norm of the both sides of the resulted inequality we get

$$
\begin{aligned}
0<\left\|\left|E_{k_{0}}^{p}\right| \xi_{0}\right\| \leq & \left\|\left|E_{k_{0}}^{p}\right|\left(-\left(\mathcal{M}\left(A_{k_{0}}^{0}\right)+V\left(\eta_{k_{0}}\right)\right)^{-1}\right)\left|D_{k_{0}}^{0}\right|\left|\Delta_{k_{0}}\right|\left|E_{k_{0}}^{0}\right| \xi_{0}\right\|+ \\
& +\left\|\left|E_{k_{0}}^{p}\right|\left(-\left(\mathcal{M}\left(A_{k_{0}}^{0}\right)+V\left(\eta_{k_{0}}\right)\right)^{-1}\right)\left|D_{k_{0}}^{1}\right| V\left(\delta_{k_{0}}\right)\left|E_{k_{0}}^{1}\right| \xi_{0}\right\| \\
& \leq \max _{i, j \in M}\left\|\left|E_{k_{0}}^{i}\right|\left(-\left(\mathcal{M}\left(A_{k_{0}}^{0}\right)+V\left(\eta_{k_{0}}\right)\right)^{-1}\right)\left|D_{k_{0}}^{j}\right|\right\|\left(\left\|\Delta_{k_{0}}\right\|+\left\|\delta_{k_{0}}\right\|\right)\left\|\left|E_{k_{0}}^{p}\right| \xi_{0}\right\| \\
& \leq \max _{k \in \mathbb{N} ; i, j \in M}\left\|\left|E_{k}^{i}\right|\left(-\left(\mathcal{M}\left(A_{k}^{0}\right)+V\left(\eta_{k}\right)\right)^{-1}\right)\left|D_{k}^{j}\right|\right\|\|\Delta\|_{\max }\left\|\left|E_{k}^{p}\right| \xi_{0}\right\|,
\end{aligned}
$$

which implies $\|\Delta\|_{\max } \geq r_{0}$, conflicting with (51). The proof is completed.
It is worth mentioning that Theorems 4 and 5 can be applied to give the lower bounds for stability radii of switched linear systems with discrete multi-delays and/or distributed delay of the form (19), as particular cases. For example, we can formulate the following consequence of Theorem 5 , which gives calculable bounds for unstructured stability radius over $\Sigma_{+}$.

Corollary 2. Assume that the positive linear system with delays

$$
\begin{equation*}
\dot{x}(t)=A_{0}^{0} x(t)+\sum_{i=1}^{m} A_{0}^{i} x\left(t-h_{i}\right)+\int_{-h}^{0} B_{0}(\theta) x(t+\theta) d \theta, t \geq 0 \tag{57}
\end{equation*}
$$

(where $0<h_{1}<h_{2}<\cdots<h_{m}=h$ ) is GES. Then, for any triples $\left(A_{k}^{0}, A_{k}^{i}, B_{k}(\cdot)\right) \in \mathbb{R}^{n \times n} \times \mathbb{R}^{n \times n} \times C([-h, 0]$, $\left.\mathbb{R}^{n \times n}\right), i \in \underline{m}, k \in \underline{N}, \theta \in[-h, 0]$ satisfying

$$
\begin{equation*}
\mathcal{M}\left(A_{k}^{0}\right) \leq A_{0}^{0},\left|A_{k}^{i}\right| \leq A_{0}^{i},\left|B_{k}(\theta)\right| \leq B_{0}(\theta) \tag{58}
\end{equation*}
$$

the switched linear system with delay

$$
\begin{equation*}
\dot{x}(t)=A_{\sigma(t)}^{0} x(t)+\sum_{i=1}^{m} A_{\sigma(t)}^{i} x\left(t-h_{i}\right)+\int_{-h}^{0} B_{\sigma(t)}(\theta) x(t+\theta) d \theta, t \geq 0, \tag{59}
\end{equation*}
$$

is GES over $\Sigma_{+}$. Moreover, for each of the switched systems (59) satisfying (58), the real unstructured stability radius over $\Sigma_{+}$subject to perturbations
$A_{k}^{0} \rightarrow \widetilde{A}_{k}^{0}=A_{k}^{0}+\Delta_{k}^{0} ; A_{k}^{i} \rightarrow \widetilde{A}_{k}^{i}=A_{k}^{i}+\Delta_{k}^{i}, i \in \underline{m} ; B_{k}(\theta) \rightarrow \widetilde{B}_{k}(\theta)=B_{k}(\theta)+C_{k}(\theta), \theta \in[-h, 0], k \in \underline{N}$,
(with unknown disturbance matrices $\Delta_{k}^{0}, \Delta_{k}^{i} \in \mathbb{R}^{n \times n}$ and unknown disturbance functions $C_{k}(\cdot) \in C\left([-h, 0], \mathbb{R}^{n}\right)$ ) satisfies the following lower bound:

$$
\begin{equation*}
r_{\mathbb{R}}^{u n s t r}\left(\Sigma_{+}\right) \geq\left[\left\|\left(\sum_{i=0}^{m} A_{0}^{i}+\int_{-h}^{0} B_{0}(\theta) d \theta\right)^{-1}\right\|\right]^{-1} \tag{61}
\end{equation*}
$$

If, moreover, $A_{k}^{0}$ are Metzler, $A_{k}^{i} \geq 0$ and $B_{k}(\theta) \geq 0, \forall \theta \in[-h, 0], \forall k \in \underline{N}, i \in \underline{m}$, then the following upper bound estimate holds:

$$
\begin{equation*}
r_{\mathbb{R}}^{u n s t r}\left(\Sigma_{+}\right) \leq\left[\max _{k \in \underline{N}}\left\|\left(\sum_{i=0}^{m} A_{k}^{i}+\int_{-h}^{0} B_{k}(\theta) d \theta\right)^{-1}\right\|\right]^{-1} \tag{62}
\end{equation*}
$$

Now we consider the case when the nominal system's matrices of (10), (13) are subjected to multi-perturbations of the form

$$
\begin{equation*}
A_{k}^{0} \rightarrow \widetilde{A}_{k}^{0}:=A_{k}^{0}+\sum_{i=1}^{N_{0}} \alpha_{k}^{i} A_{k}^{0, i} ; \quad \eta_{k}(\cdot) \rightarrow \widetilde{\eta}_{k}(\cdot):=\eta_{k}(\cdot)+\sum_{j=1}^{N_{1}} \beta_{k}^{j} \eta_{k}^{j}(\cdot), k \in \underline{N}, \tag{63}
\end{equation*}
$$

where, for each $k \in \underline{N}, A_{k}^{0, i} \in \mathbb{R}^{n \times n}$, and $\eta_{k}^{j} \in N B V\left([-h, 0], \mathbb{R}^{n \times n}\right)$ are given, $\alpha_{k}^{i}, \beta_{k}^{j} \in \mathbb{R}, i \in \underline{N_{0}}, j \in \underline{N_{1}}$ are unknown disturbance parameters. In the case of non switched systems, such a class of parameter perturbations was considered in References 4,6 for delay-free systems and in Reference 12 for FDE systems. To measure the robustness of stability under this perturbation model, let us denote

$$
\begin{align*}
& \Delta:=\left\{\alpha_{k}^{i}, \beta_{k}^{j}, k \in \underline{N}, i \in \underline{N_{0}}, j \in \underline{N_{1}},\right\} ;\|\Delta\|:=\max \{\bar{\alpha}, \bar{\beta}\}  \tag{64}\\
& \bar{\alpha}:=\max \left\{\left|\alpha_{k}^{i}\right|, k \in \underline{N}, i \in \underline{N_{0}}\right\}, \overline{\bar{\beta}}:=\max \left\{\left|\beta_{k}^{j}\right|, k \in \underline{N}, j \in \underline{N_{1}}\right\}
\end{align*}
$$

and define the following notion of stability radius.
Definition 4. Assume that the time-delay switched linear system (10), (13) is GES over $\Sigma_{+}$. Then its structured stability radius over $\Sigma_{+}$subject to multi-perturbations of the form (63) is defined as

$$
\begin{equation*}
r_{\mathbb{R}}^{m s t r}\left(\Sigma_{+}\right):=\inf \left\{\|\Delta\|: \exists \sigma \in \Sigma_{+} \text {s.t. the perturbed system }(\widetilde{\mathcal{A}}, \widetilde{\Gamma}, \sigma) \text { is not GES }\right\} \tag{65}
\end{equation*}
$$

Theorem 6. Assume that the time-delay switched linear system (10), (13) is GES over $\Sigma_{+}$and is subjected to multi-perturbations of the form (63). Assume, moreover, that the condition (16) holds or, equivalently, $\mathcal{G}_{\mathcal{A}, \Gamma} \neq \emptyset$. Then the real structured stability radius of the switched linear system (10) over $\Sigma_{+}$, subject to multi-perturbations (63), satisfies the following estimates:

$$
\begin{equation*}
r_{1}:=\left[\max _{k \in \underline{N}}\left\|-\left(\mathcal{M}\left(A_{k}^{0}\right)+V\left(\eta_{k}\right)\right)^{-1}\left(\sum_{i=1}^{N_{0}}\left|A_{k}^{0, i}\right|+\sum_{j=1}^{N_{1}} V\left(\eta_{k}^{j}\right)\right)\right\|\right]^{-1} \leq r_{\mathbb{R}}^{m s t r}\left(\Sigma_{+}\right) \leq \min _{k \in \underline{N}} r_{\mathbb{R}}\left(A_{k}^{0}, \eta_{k}\right) . \tag{66}
\end{equation*}
$$

Proof. We have to prove only the lower bound in (66). The proof is partly similar to that of Theorem 5. Assume to the contrary that there exists a perturbation $\Delta$ of the form (64) and a switching signal $\sigma \in \Sigma_{+}$ such that

$$
\begin{equation*}
\|\boldsymbol{\Delta}\|=\max \{\bar{\alpha}, \bar{\beta}\}<r_{1} \tag{67}
\end{equation*}
$$

and the perturbed system $(\widetilde{\mathcal{A}}, \widetilde{\Gamma}, \sigma)$ is not GES, where the matrices of perturbed constituent systems are given by (63). Then, for all $k \in \underline{N}$, we have, by (9) and (7),

$$
\begin{align*}
\mathcal{M}\left(\widetilde{A}_{k}^{0}\right)+V\left(\widetilde{\eta}_{k}\right) & \leq \mathcal{M}\left(A_{k}^{0}\right)+\left|\sum_{i=1}^{N_{0}} \alpha_{k}^{i} A_{k}^{0, i}\right|+V\left(\eta_{k}\right)+V\left(\sum_{j=1}^{N_{1}} \beta_{k}^{j} \eta_{k}^{j}\right) \\
& \leq \mathcal{M}\left(A_{k}^{0}\right)+\sum_{i=1}^{N_{0}}\left|\alpha_{k}^{i}\right|\left|A_{k}^{0, i}\right|+V\left(\eta_{k}\right)+\sum_{j=1}^{N_{1}}\left|\beta_{k}^{j}\right| V\left(\eta_{k}^{j}\right) \\
& \leq \mathcal{M}\left(A_{k}^{0}+V\left(\eta_{k}\right)+\|\Delta\|\left(\sum_{i=1}^{N_{0}}\left|A_{k}^{0, i}\right|+\sum_{j=1}^{N_{1}} V\left(\eta_{k}^{j}\right)\right) .\right. \tag{68}
\end{align*}
$$

Further, since $\mathcal{G}_{\mathcal{A}, \Gamma} \neq \emptyset$, there exists $\xi_{0} \gg 0$ such that $\left(\mathcal{M}\left(A_{k}^{0}+V\left(\eta_{k}\right)\right) \xi_{0} \ll 0\right.$. Since the perturbed system $(\widetilde{\mathcal{A}}, \widetilde{\Gamma}, \sigma)$ is not GES, we have, by Theorem 1 , that there exists $k_{0} \in \underline{N}$ such that

$$
0 \leq\left(\mathcal{M}\left(\widetilde{A}_{k_{0}}^{0}\right)+V\left(\widetilde{\eta}_{k_{0}}\right)\right) \xi_{0}
$$

It follows, by (68), that

$$
\xi_{0} \leq-\left(\mathcal{M}\left(A_{k_{0}}^{0}\right)+V\left(\eta_{k_{0}}\right)\right)^{-1}\|\Delta\|\left(\sum_{i=1}^{N_{0}}\left|A_{k_{0}}^{0, i}\right|+\sum_{j=1}^{N_{1}} V\left(\eta_{k_{0}}^{j}\right)\right) \xi_{0} .
$$

Taking the norm of both sides, we get

$$
\left\|\xi_{0}\right\| \leq\left\|-\left(\mathcal{M}\left(A_{k_{0}}^{0}\right)+V\left(\eta_{k_{0}}\right)\right)^{-1}\left(\sum_{i=1}^{N_{0}}\left|A_{k_{0}}^{0, i}\right|+\sum_{j=1}^{N_{1}} V\left(\eta_{k_{0}}^{j}\right)\right)\right\|\|\boldsymbol{\Delta}\|\left\|\xi_{0}\right\|,
$$

which implies

$$
\|\boldsymbol{\Delta}\| \geq\left[\max _{k \in \underline{N}}\left\|-\left(\mathcal{M}\left(A_{k}^{0}\right)+V\left(\eta_{k}\right)\right)^{-1}\left(\sum_{i=1}^{N_{0}}\left|A_{k}^{0, i}\right|+\sum_{j=1}^{N_{1}} V\left(\eta_{k}^{j}\right)\right)\right\|\right]^{-1}=r_{1},
$$

a contradiction to (67). The proof is completed.

As an application of the above result, consider the switched linear system with a single delay

$$
\begin{equation*}
\dot{x}=A_{\sigma(t)} x(t)+B_{\sigma(t)} x(t-h), \sigma \in \Sigma_{+}, \sigma(t) \in \underline{N}, t \geq 0 . \tag{69}
\end{equation*}
$$

Assume that the switched system (69) is positive (or, equivalently, $A_{k}$ is Metzler and $B_{k} \geq 0$, for each $k \in N$, by Proposition 1) and is GES over $\Sigma_{+}$(for instance, if $\left(A_{k}+B_{k}\right) \xi_{0} \ll 0, \forall k \in \underline{N}$, for some positive vector $\xi_{0} \gg 0$, by Corollary 1). Assume that the constituent systems are subjected to multi-perturbation of the form

$$
\begin{equation*}
A_{k} \rightarrow \widetilde{A}_{k}=A_{k}+\sum_{i=1}^{N_{0}} \alpha_{k}^{i} A_{k}^{i}, \quad B_{k} \rightarrow \widetilde{B}_{k}=B_{k}+\sum_{j=1}^{N_{1}} \beta_{k}^{j} B_{k}^{j}, k \in \underline{N}, \tag{70}
\end{equation*}
$$

where $A_{k}^{i}=\left(a_{k, p q}^{i}\right) \geq 0, B_{k}^{j}=\left(b_{k, p q}^{j}\right) \geq 0, k \in \underline{N}, i \in \underline{N_{0}}, j \in \underline{N_{1}}$ are given structuring matrices and $\alpha_{k}^{i}, \beta_{k}^{j}, i \in \underline{N_{0}}, j \in \underline{N_{1}}$ are unknown perturbation parameters. Define "upper bounding" $(n \times n)$-matrices $A_{0}=\left(a_{0, p q}\right), B_{0}=\left(b_{0, p q}\right)$ by setting

$$
\begin{equation*}
a_{0, p q}=\max \left\{a_{k, p q}, k \in \underline{N}\right\} ; b_{0, p q}=\max \left\{b_{k, p q}, k \in \underline{N}\right\} . \tag{71}
\end{equation*}
$$

Then, by Theorem 6, we get the following result.
Corollary 3. Assume that the time-delay switched positive linear system (69) is GES over $\Sigma_{+}$and the Meztler matrix $A_{0}+B_{0}$ defined by (71) is Hurwitz stable. Then the stability radius of system (69), subject to multi-perturbation (70), satisfies the estimates

$$
\begin{equation*}
\left[\max _{k \in \underline{N}}\left\|\left(-A_{0}-B_{0}\right)^{-1}\left(\sum_{i=1}^{N_{0}} A_{k}^{i}+\sum_{j=1}^{N_{1}} B_{k}^{j}\right)\right\|\right]^{-1} \leq r_{\mathbb{R}}^{m s t r}\left(\Sigma_{+}\right) \leq \min _{k \in \underline{N}} r_{\mathbb{R}}\left(A_{k}, B_{k}, A_{k}^{i}, B_{k}^{j}\right), \tag{72}
\end{equation*}
$$

where, for each $k \in \underline{N}, r_{\mathbb{R}}\left(A_{k}, B_{k}, A_{k}^{i}, B_{k}^{j}\right)$ denotes the stability radius of the constituent system $\dot{x}=A_{k} x(t)+$ $B_{k} x(t-h), t \geq 0$ subject to multi-perturbation (70).

Note additionally that, in this case, the upper bound of $r_{\mathbb{R}}^{m s t r}\left(\Sigma_{+}\right)$in (72) can be calculated explicitly, due to a result in Reference 12, as

$$
\min _{k \in \underline{N}} r_{\mathbb{R}}\left(A_{k}, B_{k}, A_{k}^{i}, B_{k}^{j}\right)=\left[\max _{k \in \underline{N}} \rho\left[\left(-A_{k}-B_{k}\right)^{-1}\left(\sum_{i=1}^{N_{0}} A_{k}^{i}+\sum_{j=1}^{N_{1}} B_{k}^{j}\right)\right]\right]^{-1},
$$

where $\rho(A)$ denotes the spectral radius of a nonnegative matrix $A \in \mathbb{R}_{+}^{n \times n}$.
Example 4. Consider the time-delay switched positive linear system (69) in $\mathbb{R}^{2}$ with $h=1, N=2$,

$$
A_{1}=\left[\begin{array}{cc}
-5 & 2 \\
0.2 & -4
\end{array}\right], A_{2}=\left[\begin{array}{cc}
-4 & 1.3 \\
0.1 & -3
\end{array}\right], B_{1}=\left[\begin{array}{cc}
1.1 & 0.2 \\
0.3 & 1.2
\end{array}\right], B_{2}=\left[\begin{array}{cc}
0.4 & 1 \\
0.5 & 0.1
\end{array}\right]
$$

We have that condition $\left(A_{k}+B_{k}\right) \xi_{0} \ll 0, k=1,2$ is satisfied with $\xi_{0}=[21]^{\top}$ and hence, by Corollary 20, the time-delay switched linear system (69) is GES over $\Sigma_{+}$. Assume that the system's matrices are subjected to perturbations so that the perturbed subsystems take the form

$$
\begin{equation*}
\dot{x}(t)=\widetilde{A}_{k} x(t)+\widetilde{B}_{k} x(t-1), t \geq 0, k=1,2, \tag{73}
\end{equation*}
$$

where

$$
\begin{aligned}
& \widetilde{A}_{1}=\left[\begin{array}{cc}
-5+\alpha_{1} & 2 \\
0.2 & -4+\alpha_{1}
\end{array}\right], \widetilde{B}_{1}=\left[\begin{array}{cc}
1.1 & 0.2+\beta_{1} \\
0.3+\beta_{1} & 1.2
\end{array}\right] \\
& \widetilde{A}_{2}=\left[\begin{array}{cc}
-4 & 1.3+\alpha_{2} \\
0.1+\alpha_{2} & -3
\end{array}\right], \widetilde{B}_{2}=\left[\begin{array}{cc}
0.4+\beta_{2} & 1 \\
0.5 & 0.1+\beta_{2}
\end{array}\right]
\end{aligned}
$$

and $\alpha_{k}, \beta_{k} \in \mathbb{R}, k=1,2$ are unknown disturbances. It is important to mention that the above perturbations cannot be represented in the form of the affine perturbation model (21). Then, defining the structuring matrices

$$
A_{1}^{1}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], A_{2}^{1}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right] ; B_{1}^{1}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], B_{2}^{1}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right],
$$

we can represent the perturbed matrices $\widetilde{A}_{k}, \widetilde{B}_{k}$ in the form of multi-perturbation model (70), namely

$$
\begin{equation*}
A_{k} \rightarrow \widetilde{A}_{k}=A_{k}+\alpha_{k} A_{k}^{1}, B_{k} \rightarrow \widetilde{B}_{k}=B_{k}+\beta_{k} B_{k}^{1}, k=1,2 . \tag{74}
\end{equation*}
$$

By using (71) we get

$$
A_{0}=\left[\begin{array}{cc}
-4 & 2 \\
0.2 & -3
\end{array}\right], B_{0}=\left[\begin{array}{cc}
1.1 & 1 \\
0.5 & 1.2
\end{array}\right]
$$

Then, since $\left(A_{0}+B_{0}\right) \xi_{0} \ll 0$ with $\xi_{0}=[21]^{\top}$, the Metzler matrix $A_{0}+B_{0}$ is Hurwitz stable, by Lemma 1. Therefore, by Corollary 3, the stability radius of this system, subject to multi-perturbation (74), satisfies the estimates

$$
\left[\max _{k=1,2}\left\|\left(-A_{0}-B_{0}\right)^{-1}\left(A_{k}^{1}+B_{k}^{1}\right)\right\|\right]^{-1}=0.3250 \leq r_{\mathbb{R}}^{m s t r}\left(\Sigma_{+}\right) \leq\left[\max _{k \in \underline{N}} \rho\left[\left(-A_{k}-B_{k}\right)^{-1}\left(A_{k}^{1}+B_{k}^{1}\right)\right]\right]^{-1}=0.9638
$$

## 4 | CONCLUDING REMARKS

We have presented a unified approach to study the robustness of exponential stability, under arbitrary switching or ADT switching, for the class of time-delay switched linear systems, described by linear functional differential equations, by making use of the notion of the structured stability radius with respect to real affine perturbations of the subsystem's matrices. As the main contribution of this paper, we obtained a number of new results on computation and estimation of this radius, including: (a) the formula for computing the stability radius under the average dwell time switching; (b) the formulas for estimating the bounds of the system's stability radius, under arbitrary switching, with respect to affine perturbations and multi-perturbations, which are expressed explicitly in terms of the constituent subsystems matrices; (c) the formula for computing the stability radius of two-order delay-free switched linear systems. The results are established mainly for positive switched systems, but the extension to non-positive systems has also been given, whenever possible. In the particular case of switched linear systems with multiple discrete delays and/or distributed delays, the obtained general results yield, as the consequence, easily verifiable formulas for calculating or estimating the system's stability radius, without using common quadratic Lyapunov functions as in most of the previous works. Some numerical examples are given to illustrate the use of the obtained results. To the best of our knowledge, such kinds of results on robustness of stability for switched systems with time-delays have not been available so far in the literature and are given for the first time in this paper. We believe that the approach developed in this paper is applicable for addressing similar problems under less restrictive assumptions and more general types of parameter perturbations or uncertainties. This, in turn, is expected to yield better and less conservative estimates for the system's stability radius. Of course, this approach is also applicable to studying similar problems for discrete-time systems. Moreover, for classes of switched systems where necessary and sufficient conditions of GES under arbitrary switching/or ADT switching are available, see for example, References $42,43,45$, our approach can be used to establish the formula for computation of the stability radius, as has been shown in this paper for the case of two-order delay-free switched systems. It is worthy to note additionally that the results similar to those of the above mentioned works are still lacking in the literature for switched linear systems with delays.

## ACKNOWLEDGMENTS

This work has been supported partly by the research grant B2023-CTT-05 from the Ministry of Education and Training of Vietnam. The manuscript was completed when the authors were visiting Vietnam Institute for Advanced Study in Mathematics (VIASM). The authors are very thankful to the anonymous reviewers for their careful reading of the manuscript and insightful comments which helped us a lot in improving the quality of the paper.

## CONFLICT OF INTEREST STATEMENT

The authors declare that there is no conflict of interest for this article.

## DATA AVAILABILITY STATEMENT

Data sharing not applicable to this article as no datasets were generated or analyzed during the current study.

## ORCID

Nguyen Khoa Son (D) https://orcid.org/0000-0002-9685-796X

## REFERENCES

1. Hinrichsen D, Pritchard AJ. Stability radius for structured perturbations and the algebraic Riccati equation. Syst Control Lett. 1986;8(2):105-113.
2. Qiu L, Bernhardsson B, Rantzer A, Davison EJ, Young PM, Doyle JC. A formula for computation of the real stability radius. Automatica. 1995;31(6):879-890.
3. Hinrichsen D, Pritchard AJ. Mathematical Systems Theory I: Modelling, State Space Analysis, Stability and Robustness. Springer; 2005.
4. Hinrichsen D, Son NK. Stability radii of positive discrete-time systems under affine parameter perturbations. Int J Robust Nonlinear Control. 1998;8(13):1169-1188.
5. Son NK, Hinrichsen D. Robust stability of positive continuous time systems. Numer Function Anal Optim. 1996;17(5-6):649-659.
6. Shafai B, Chen J, Kothandaraman M. Explicit formulas for stability radii of nonnegative and Metzlerian matrices. IEEE Trans Automat Contr. 1997;42(2):265-270.
7. Farina L, Rinaldi S. Positive Linear Systems: Theory and Applications. John Wiley \& Sons; 2000.
8. Horn RA, Johnson CR. Topics in Matrix Analysis. Cambridge University Press; 1994.
9. Ngoc PHA, Son NK. Stability radii of linear systems under multi-perturbations. Numer Function Anal Optim. 2005;25(3-4):221-238.
10. Hu G, Davison EJ. Real stability radii of linear time-invariant time-delay systems. Syst Control Lett. 2003;50(3):209-219.
11. Son NK, Ngoc PHA. Robust stability of linear functional differential equations. Adv Stud Contempor Math. 2001;3:43-59.
12. Ngoc PHA, Son NK. Stability radii of positive linear functional differential equations under multi-perturbations. SIAM J Control Optim. 2005;43(6):2278-2295.
13. Ngoc PHA, Naito T, Shin JS. Characterizations of positive linear functional differential equations. Funkc Ekvacioj. 2007;50(1):1-17.
14. Liberzon D. Switching in Systems and Control. Birkhäuser; 2003.
15. Sun Z, Ge S. Stability Theory of Switched Dynamical Systems. Springer-Verlag; 2011.
16. Lin H, Antsaklis PJ. Stability and stabilizability of switched linear systems: a survey of recent results. IEEE Trans Automat Contr. 2009;54(2):308-332.
17. Shorten R, Wirth F, Mason O, Wulff K, King C. Stability criteria for switched and hybrid systems. SIAM Rev. 2007;47(4):545-592.
18. Yan P, Özbay H. Stability analysis of switched time delay systems. SIAM J Control Optim. 2008;47:936-949.
19. Mazenc F, Malisoff M, Özbay H. Stability and robustness analysis for switched systems with time-varying delays. SIAM J Control Optim. 2018;56:158-182.
20. Haddad WM, Chellaboina VS. Stability theory for nonnegative and compartmental dynamical systems with time delay. Syst Control Lett. 2004;51(5):355-361.
21. Knorn F, Mason O, Shorten R. On linear copositive Lyapunov functions for sets of linear positive systems. Automatica. 2009;45(8):1943-1947.
22. Blanchini F, Colaneri P, Valcher ME. Switched positive linear systems. Found Trends Syst Control. 2015;2(2):101-273.
23. Liu X, Dang C. Stability analysis of positive switched linear systems with delays. IEEE Trans Automat Contr. 2011;56(7):1684-1690.
24. Dong JG. Stability of switched positive nonlinear systems. Int J Robust Nonlinear Control. 2016;26(14):3118-3129.
25. Liu X, Zhao Q, Zhong S. Stability analysis of a class of switched nonlinear systems with delays: a trajectory-based comparison method. Automatica. 2018;91:36-42.
26. Li S, Xiang Z, Zhang J. Robust stability and stabilization conditions for uncertain switched positive systems under mode-dependent dwell-time constraints. Int J Robust Nonlinear Control. 2021;31(17):8569-8604.
27. Zhou ZY, Wang YW, Yang W, Hu MJ. Exponential stability of switched positive systems with unstable modes and distributed delays. J Franklin Inst. 2022;359(1):66-83.
28. Sun Y, Tian Y. Polynomial stability of positive switching homogeneous systems with different degrees. Appl Math Comput. 2022;414:126699.
29. Kang Y, Zhang N, Chen G. Global exponential stability of impulsive switched positive nonlinear systems with mode-dependent impulses. Appl Math Comput. 2023;436:127515.
30. Morse AS. Supervisory control of families of linear set-point controllers-part 1: exact matching. IEEE Trans Automat Contr. 1996;41(10):1413-1431.
31. Hespanha JP, Morse AS. Stability of switched systems with average dwell-time. Proceedings of the 38th IEEE Conference on Decision and Control (Cat. No. 99CH36304). 1999 2655-2660.
32. Zhai G, Hu B, Yasuda K, Michel AN. Stability analysis of switched systems with stable and unstable subsystems: an average dwell time approach. Int J Syst Sci. 2001;32(8):1055-1061.
33. Zhang J, Li M, Zhang R. New computation method for average dwell time of general switched systems and positive switched systems. IET Control Theory Appl. 2018;12(16):2263-2268.
34. Wang Y, Lu J, Lou Y. Stability of switched systems with limiting average dwell time. Int J Robust Nonlinear Control. 2019;29(16):5520-5532.
35. Yu Q, Yuan X. Stability analysis of positive switched systems based on a $\Phi$-dependent average dwell time approach. J Franklin Inst. 2022;359(1):145-159.
36. Son NK, Ngoc LV. Exponential stability analysis for a class of switched nonlinear time-varying functional differential systems. Nonlinear Anal: Hybrid Syst. 2022;44:101177.
37. Bagherzadeh MA, Ghaisari J, Askari J. Robust exponential stability and stabilisation of parametric uncertain switched linear systems under arbitrary switching. IET Control Theory Appl. 2016;10(4):381-390.
38. Son NK, Ngoc LV. On robust stability of switched linear systems. IET Control Theory Appl. 2020;14(1):19-29.
39. Arendt W, Grabosch A, Greiner G, et al. One-Parameter Semigroups of Positive Operators. Vol 1184. Springer; 1986.
40. Hale JK, Lunel SMV. Introduction to Functional Differential Equations. Springer-Verlag; 1993.
41. Fornasini E, Valcher ME. Linear copositive Lyapunov functions for continuous-time positive switched systems. IEEE Trans Automat Contr. 2010;55(8):1933-1937.
42. Shorten R, Narendra F, Mason O. A result on common quadratic Lyapunov functions. IEEE Trans Automat Contr. 2003;48:110-113.
43. Akar M, Paul A, Safonov MG, Mitra M. Conditions on the stability of a class of second order switched systems. IEEE Trans Automat Contr. 2006;51(2):338-340.
44. Fainshil L, Margaliot M, Chigansky M. On the stability of positive linear switched systems under arbitrary switching laws. IEEE Trans Automat Contr. 2009;54:897-899.
45. Gurvits L, Shorten R, Mason O. On the stability of switched positive linear systems. IEEE Trans Automat Contr. 2007;52(6):1099-1103.

How to cite this article: Son NK, Van Ngoc L. Robustness of exponential stability of a class of switched positive linear systems with time delays. Int J Robust Nonlinear Control. 2023;1-21. doi: 10.1002/rnc. 7115

