
ON ABSOLUTE AND QUANTITATIVE SUBSPACE THEOREMS

HIEU T. NGO AND SI DUC QUANG

Abstract. The Absolute Subspace Theorem, a vast generalization and a quantita-
tive improvement of Schmidt’s Subspace Theorem, was first established by Evertse-
Schlickewei and then strengthened remarkably by Evertse-Ferretti. We study quanti-
tative generalizations and extensions of Subspace Theorems in various contexts. We
establish a generalization of Evertse-Ferretti’s Absolute Subspace Theorem for hyper-
planes in general position. We obtain improved (non-absolute) Quantitative Subspace
Theorems for hyperplanes in general position and in subgeneral position. We show a
Semi-quantitative Subspace Theorem for hyperplanes in non-subdegenerate position.

1. Introduction

To set the stage for our discussion, let us first introduce some definitions and notations
concerning normalized absolute values of algebraic numbers (Section 1.1), heights and
twisted heights (Section 1.2). These basic materials are beautifully written in the classics
[20, 22, 11, 1, 24]. We will briefly survey and (slightly) extend the Absolute Subspace
Theorem of Evertse-Ferretti in Section 1.3. We will then formulate several new Subspace
Theorems in Sections 1.3, 1.4, 1.5, and 1.6.

1.1. Absolute values. Throughout the paper, we work over a fixed algebraic closure
Q of the field of rational numbers Q. Let ΣQ denote the set of places of Q; we have
ΣQ = {∞}∪{prime numbers}. The standard absolute values on Q are the usual Euclidean
absolute value | · |∞ and the p-adic absolute values | · |p which satisfy |p|p = 1

p
for each

prime number p.

Let F ⊂ Q be a number field, i.e. F is both a subfield of Q and a finite extension of
Q. Let ΣF denote the set of places of F ; write ΓF = Gal(Q/F ). For each place v ∈ ΣF

which lies over p ∈ ΣQ, put d(v|p) = [Fv :Qp]

[F :Q]
and let ‖ · ‖v denote the normalized absolute

value whose restriction to Q is | · |d(v|p)
p . The Product Formula asserts that∏

v∈ΣF

‖x‖v = 1 for x ∈ F×.

Suppose that F/E is a finite extension of number fields and that v ∈ ΣF extends u ∈ ΣE;

define the local degree fraction d(v|u) = [Fv :Eu]
[F :E]

. Then

‖x‖v = ‖x‖d(v|u)
u for x ∈ E.

Furthermore, for each u ∈ ΣE, If S ⊂ ΣE, put SF = {v ∈ ΣF : v|u for some u ∈ S}.
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Putting infinite places and finite places on equal footing, for a place v ∈ ΣF one defines
[9, pp. 234-235]

κ(v) =
1

[F : Q]
if v is real infinite,

κ(v) =
2

[F : Q]
if v is complex infinite,

κ(v) = 0 if v is finite.

One has

(1.1)
∑
v∈ΣF

κ(v) =
∑
v|∞

κ(v) = 1.

Absolute values of number fields can be extended (non-canonically) to their algebraic
closure as follows. For v ∈ ΣF , let Fv be the algebraic closure of the completion Fv. The
absolute value ‖ · ‖v has a unique extension, denoted by ‖ · ‖′v, from Fv to Fv. We may
choose and henceforth fix an embedding τv over F of Q into Fv, setting

‖x‖v = ‖τv(x)‖′v for x ∈ Q.

Suppose that F/E is a Galois extension of number fields and that v ∈ ΣF extends u ∈ ΣE.
Then there exists an automorphism τv|u ∈ Gal(F/E) such that

‖x‖v = ‖τv|u(x)‖d(v|u)
u for x ∈ F.

1.2. Heights and twisted heights. Let us recall some notions of heights in projective
spaces.

If x′ = (x0, . . . , xn) ∈ F n+1, we put ‖x′‖v = max0≤i≤n ‖xi‖v for v ∈ ΣF , defining the
multiplicative Weil height H(x′) =

∏
v∈ΣF

‖x′‖v and the logarithmic Weil height h(x′) =

log H(x′). If x′ ∈ Qn+1
, we may choose a number field F containing all coordinates of x′

and define the multiplicative and logarithmic Weil heights of x′ accordingly; the heights

of x′ ∈ Qn+1
does not depend on the choice of a number field containing its coordinates.

Hence, H and h extend to functions on Qn+1
, called the multiplicative absolute Weil

height and the logarithmic absolute Weil height respectively. Moreover, it follows from

the Product Formula that H(αx′) = H(x′) and h(αx′) = h(x′) for α ∈ Q×
and x′ ∈ Qn+1

.
Thus, H and h descend to functions on Pn(Q).

If L(X0, . . . , Xn) = a0X0+ · · ·+anXn ∈ Q[X0, . . . , Xn] is a linear form, its multiplicative
homogeneous height is H∗(L) = H(aL) where aL = (1, a1, . . . , an), and its logarithmic
homogeneous height is h∗(L) = log H∗(L).

If x′ = (x0, . . . , xn) ∈ Qn+1
and σ ∈ ΓF , let us write

x′σ = σ(x′) := (σ(x0), . . . , σ(xn)).

This action of ΓF on Qn+1
induces an obvious action of ΓF on Pn(Q).

We now recall the notion of a twisted height [6, Section 2.2].
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Definition 1.1 (Twisted Height). Let F be a number field. Let n be a positive integer

and L̃ = (L
(v)
i : 0 ≤ i ≤ n, v ∈ ΣF ) be a system of linear forms L

(v)
i ∈ F [x0, . . . , xn]. Let

γ̃ = (γiv : 0 ≤ i ≤ n, v ∈ ΣF ) be a tuple of real numbers.

(1) The pair (L̃, γ̃) is called a twisting datum over F if it satisfies the following
conditions:
(i) the set

⋃
v∈ΣF

{L(v)
i : 0 ≤ i ≤ n} is finite;

(ii) for all but finitely many v ∈ ΣF , one has γ0v = · · · = γnv = 0;

(iii) for each v ∈ ΣF , the linear forms L
(v)
0 , . . . , L

(v)
n are linearly independent over

F .
(2) Let K/F be a finite extension of number fields. If w ∈ ΣK extends v ∈ ΣF and

0 ≤ i ≤ n, set

L
(w)
i = L

(v)
i , γiw = d(w|v) · γiv.

Put

L̃K = (L
(w)
i : 0 ≤ i ≤ n, w ∈ ΣK),

γ̃K = (γiw : 0 ≤ i ≤ n, w ∈ ΣK).

We call the pair (L̃K , γ̃K) the induction of the pair (L̃, γ̃) from F to K. It is

apparent that if (L̃, γ̃) is a twisting datum over F , then (L̃K , γ̃K) is a twisting
datum over K.

(3) Suppose that (L̃, γ̃) is a twisting datum over F . Let Q ∈ R>0. Define the twisted
height HL̃,γ̃,Q(x) of x ∈ Pn(F ) by writing x = (x0 : . . . : xn) with xi ∈ F for
0 ≤ i ≤ n and setting

HL̃,γ̃,Q(x) =
∏

v∈ΣF

max
0≤i≤n

(
‖L(v)

i (x0, . . . , xn)‖vQ
γiv

)
;

by the Product Formula, this does not depend on the choice of coordinates of x.
The twisted height HL̃,γ̃,Q can be extended from Pn(F ) to Pn(Q) as follows.

Let x ∈ Pn(Q). There is a finite extension K/F such that x ∈ Pn(K); write

x = (x0 : . . . : xn) with xi ∈ K for 0 ≤ i ≤ n. Consider L
(w)
i ∈ L̃K and γiw ∈ γ̃K

for 0 ≤ i ≤ n and w ∈ ΣK where (L̃K , γ̃K) is the induction of (L̃, γ̃) from F to
K. Set

HL̃,γ̃,Q(x) =
∏

w∈ΣK

max
0≤i≤n

(
‖L(w)

i (x0, . . . , xn)‖wQγiw

)
;

by the Product Formula, this does not depend on the choice of coordinates of x.
Furthermore, HL̃,γ̃,Q(x) is independent of the choice of the number field K for

which x ∈ Pn(K). Thus the twisted height HL̃,γ̃,Q is well-defined as a function on

Pn(Q).

Remark 1.2. By [6, Lemma 4.1], the twisted height is Galois-invariant: if (L̃, γ̃) is a
twisting datum over F , Q ∈ R>0, x ∈ Pn(Q) and σ ∈ ΓF , then HL̃,γ̃,Q(xσ) = HL̃,γ̃,Q(x).

Definition 1.3 (Parallelepiped). Let F be a number field; let S ⊂ ΣF be a finite set of

places of F . Let n be a positive integer and L̃S = (L
(v)
i : 0 ≤ i ≤ n, v ∈ S) be a system
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of linear forms L
(v)
i ∈ F [x0, . . . , xn]. Let γ̃S = (γiv : 0 ≤ i ≤ n, v ∈ S) be a tuple of real

numbers. Put

∆v = ‖ det(L
(v)
0 , . . . , L(v)

n )‖
1

n+1
v .

Define the parallelepiped ΠF (L̃S, γ̃S) to be the set of x ∈ Pn(Q) which satisfies the system
of inequalities

(1.2) max
σ∈ΓF

‖L(v)
i (xσ)‖v

‖xσ‖v

≤ ∆vH(x)−γiv

for all 0 ≤ i ≤ n and all v ∈ S. Here the ratios of absolute values of points in projective
spaces are given by

‖L(v)
i (y)‖v

‖y‖v

:=
‖L(v)

i (y0, . . . , yn)‖v

‖(y0, . . . , yn)‖v

where y = [y0 : . . . : yn] ∈ Pn(Q); this ratio is independent of the choice of coordinates of
y.

1.3. Absolute Subspace Theorem. In 1972, Wolfgang M. Schmidt discovered his cel-
ebrated Subspace Theorem [19], which is a beautiful generalization of Roth’s theorem
[17] in Diophantine approximation. Schmidt established the first quantitative version of
his Subspace Theorem in [21]. Schmidt’s foundational works opened a totally new field
of explorations and has been an inspiration for many generations of mathematicians. In
their breakthrough works [7, 8], Evertse and Schlickewei established several ‘absolute’
generalizations of the Schmidt’s Subspace Theorem: the Twisted Height Theorem, the
Absolute Parametric Subspace Theorem, and the Absolute Subspace Theorem. Evertse
and Ferretti established impressive generalizations and improvements of these results in a
series of papers [4, 5, 6]. We refer the readers to the beautiful and comprehensive surveys
of Evertse-Schlickewei [7], Evertse [10] and Bugeaud [2].

The Twisted Height Theorem says that there are a finite number of proper linear sub-
spaces of Pn(Q) such that for each sufficiently large Q, the points in Pn(Q) with small
Q-twisted heights are contained in one of these subspaces.

Theorem 1.4 (Twisted Height Theorem). [6, Theorem 2.1] Let E be a number field. Let

L̃ = (L
(u)
i : 0 ≤ i ≤ n, u ∈ ΣE) be a system of linear forms in E[x0, . . . , xn]. Let Q ∈ R>0

and ζ̃ = (ζiu : 0 ≤ i ≤ n, u ∈ ΣE) be a tuple of real numbers.

Suppose that (L̃, ζ̃) is a twisting datum over E. Write

(1.3) {L1, . . . , Lr} =
⋃

u∈ΣE

{L(u)
i : 0 ≤ i ≤ n}

and let R ≥ r be arbitrary. Put

HL̃ =
∏

u∈ΣE

max
1≤i0<···<in≤r

‖ det(Li0 , . . . , Lin)‖u,

∆u = ‖ det(L
(u)
0 , . . . , L(u)

n )‖
1

n+1
u .
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Suppose further that

(1.4)
n∑

i=0

ζiu = 0 for u ∈ ΣE,

(1.5)
∑

u∈ΣE

min
0≤i≤n

ζiu ≥ −1.

Let 0 < δ < 1. Then there are proper linear subspaces T1, . . . , Tt of Pn(Q) defined over
E, with

(1.6) t ≤ t0(n,R, δ) := 1064n+1(n + 1)10δ−3 log
(
3δ−1R

)
log
(
δ−1 log(3R)

)
satisfying the following property: if

(1.7) Q ≥ Q0(n, R,HL̃, δ) := max
(
H

1
R

L̃
, (n + 1)

1
δ

)
,

then there is 1 ≤ s ≤ t such that{
x ∈ Pn(Q) : HL̃,ζ̃,Q(x) ≤

∏
u∈ΣE

∆u

Qδ

}
⊂ Ts.

The Absolute Parametric Subspace Theorem says that each parallelepiped is contained
in a finite union of proper linear subspaces of Pn(Q). Its formulation in [6, Theorem
3.1] does not apply directly to our problem because its hypotheses are a bit restricted.
Theorem 1.5 below is a (slightly) extended version of [6, Theorem 3.1] to accommodate
our situation.

Theorem 1.5 (Absolute Parametric Subspace Theorem). Let E be a number field of

degree d; let S be a finite set of places of E. Let M̃S = (M
(u)
i : 0 ≤ i ≤ n, u ∈ S) be a

system of linear forms M
(u)
i ∈ Q[x0, . . . , xn]. Let η̃S = (ηiu : 0 ≤ i ≤ n, u ∈ S) be a tuple

of real numbers. Put

(1.8) R := #

(⋃
u∈S

{M (u)
i : 0 ≤ i ≤ n}

)
.

Let D > 0 be such that for all 0 ≤ i ≤ n and u ∈ S,

(1.9) [E(M
(u)
i ) : E] ≤ D.

Let H∗ > 0 be such that for all 0 ≤ i ≤ n and u ∈ S,

(1.10) H∗(M
(u)
i ) ≤ H∗.

Suppose that for each u ∈ S, the linear forms M
(u)
0 , . . . ,M

(u)
n are linearly independent

over Q.

Suppose further that there are constants 0 < δ < 1 and 0 < ι < 1 such that

(1.11)
∑
u∈S

n∑
i=0

ηiu = n + 1 + δ,
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(1.12)
∑
u∈S

min
0≤i≤n

ηiu ≥
n + 1 + δ

n + 1
− 1

ι
.

Then there exist proper linear subspaces T1, . . . , Tt1 of Pn(Q) defined over E, with

(1.13) t1 = t1(n,R,D, δ, ι) := 1064n+1(n + 1)13(δι)−3 log2

(
6RD(n + 1)

δι

)
satisfying the following property: if x ∈ ΠE(M̃S, η̃S) and

(1.14) H(x) ≥ H1(n, D, H∗, δ, ι) := max
(
(n + 1)

ι
4D (H∗)

ι
2 , (n + 1)

n+1
δ

)
,

then

x ∈
t1⋃

j=1

Tj.

Corollary 1.6. Theorem 1.5 holds true if the hypothesis (1.12) is replaced by

(1.15)
∑

u∈ΣE

min
0≤i≤n

ηiu ≥ − δ

n + 1
,

the number of subspaces (1.13) is replaced by

(1.16) t ≤ t′1(n, R,D, δ) := 1064n+1(n + 1)10

(
n + 1 + 2δ

δ

)3

log2

(
12R2D

δ

)
,

and the height lower bound (1.14) is replaced by

(1.17) H(x) ≥ H ′
1(n,D, H∗, δ) := max

(
(n + 1)

1
4D (H∗)

1
2 , (n + 1)

n+1
δ

)
.

Proof. Corollary 1.6 follows immediately from Theorem 1.5 on taking ι := n+1
n+1+2δ

< 1. �

Corollary 1.7. Theorem 1.5 holds true if the hypothesis (1.12) is replaced by

(1.18)
∑

u∈ΣE

min
0≤i≤n

ηiu ≥ −(n + 1),

the number of subspaces (1.13) is replaced by

(1.19) t ≤ t′′1(n, R,D, δ) := 1064n+1(n + 1)10δ−3 log2

(
12R3D

δ

)
,

and the height lower bound (1.14) is replaced by

H(x) ≥ H ′′
1 (n,H∗, δ) := max

(
2(H∗)

1
2(n+3) , (n + 1)

n+1
δ

)
.(1.20)

Proof. Corollary 1.7 follows immediately from Theorem 1.5 on taking ι := 1
n+3

and noting

that n
1
n < 2 for any positive integer n. �

The Absolute Subspace Theorem says that there are a finite number of linear subspaces
such that the points in Pn(Q) satisfying an inequality of the Schmidt-type are contained
in the union of these subspaces. The following theorem is a more precise version of [6,
Corollary 3.2]; the implicit height bound H0 in [6, Corollary 3.2] is made explicit here.



ON ABSOLUTE AND QUANTITATIVE SUBSPACE THEOREMS 7

Theorem 1.8 (Absolute Subspace Theorem). Let E be a number field of degree d; let S

be a finite set of places of E of cardinality |S| = s. Let ÑS = (N
(u)
i : 0 ≤ i ≤ n, u ∈

S) be a system of linear forms in Q[x0, . . . , xn]. Suppose that for each u ∈ S, the set

{N (u)
0 , . . . , N

(u)
n } is linearly independent over Q. Put

(1.21) R := #

(⋃
u∈S

{N (u)
i : 0 ≤ i ≤ n}

)
.

Let D > 0 be such that for all 0 ≤ i ≤ n and u ∈ S,

(1.22) [E(N
(u)
i ) : E] ≤ D.

Let H∗ > 0 be such that for all 0 ≤ i ≤ n and u ∈ S,

(1.23) H∗(N
(u)
i ) ≤ H∗.

Let 0 < δ < 1. Then there are proper linear subspaces T1, . . . , Tt2 of Pn(Q) defined over
E, with

t2 = t2(n, s, R,D, δ)

:=
(
4e(n + 1)2δ−1

)(n+1)s
1064n+ 7

2 (n + 1)10δ−3 log2

(
24R3D

δ

)
,(1.24)

satisfying the following property. The set of solutions x ∈ Pn(Q) of the inequalities∏
u∈S

n∏
i=0

max
σ∈ΓE

‖N (u)
i (xσ)‖u

‖xσ‖u

≤
∏

u∈S ‖ det(N
(u)
0 , . . . , N

(u)
n )‖u

H(x)n+1+δ

and

(1.25) H(x) ≥ H2(n, H∗, δ) := max
(
2(H∗)

1
2(n+3) , (n + 1)

2(n+1)
δ

)
is contained in

t2⋃
j=1

Tj.

Remark 1.9. Theorem 1.8 of Evertse-Schlickewei gives an upper bound for the number of
subspaces containing ‘large’ solutions. The first estimate of Schmidt [21] for the number

of subspaces containing large solutions was 2227nδ−2

, doubly exponential in nδ−2 and only
for |S| = 1. Evertse-Schlickewei [8, Theorem 3.1] remarkably improved this bound be
exponential in n2 and ns(log n + log δ−1). The best known estimate (1.24) of Evertse-
Ferretti is only exponential in ns(log n + log δ−1).

We now introduce a variant of local Weil functions, which will be utilized to formulate
a useful consequence of the Absolute Subspace Theorem.

Definition 1.10. Let F ⊂ Q be a number field. Let L ∈ F [x0, . . . , xn] be a linear form.
Let x = [x0 : . . . : xn] ∈ Pn(F ). For a place v ∈ ΣF , define

λv(x, L) = log
(n + 1)κ(v)‖L‖v‖x‖v

‖L(x)‖v

,
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so that λv(x, L) ≥ 1 (see (2.4)). Here for L =
∑n

i=0 aixi ∈ F [x0, . . . , xn], the absolute
value ‖L‖v is given by

‖L‖v = max
0≤i≤n

‖ai‖v.

The following result is a non-absolute analog, formulated in terms of local Weil functions,
of Theorem 1.8.

Corollary 1.11 (Quantitative Subspace Theorem). Let F be a number field; let S be

a finite set of places of F of cardinality |S| = s. Let L̃S = (L
(v)
i : 0 ≤ i ≤ n, v ∈ S)

be a system of linear forms in F [x0, . . . , xn]. Suppose that for each v ∈ ΣF , the set

{L(v)
0 , . . . , L

(v)
n } is linearly independent over F . Put

(1.26) R := #

(⋃
v∈S

{L(v)
i : 0 ≤ i ≤ n}

)
.

Let h∗ > 0 be such that for all 0 ≤ i ≤ n and v ∈ S,

(1.27) h∗(L
(v)
i ) ≤ h∗.

Let 0 < δ < 1. Then there are proper linear subspaces T1, . . . , Ttbasic
of Pn(F ), with

tbasic = tbasic(n, s, R, δ)

:=
(
4e(n + 1)2δ−1

)(n+1)s
1064n+ 7

2 (n + 1)10δ−3 log2

(
24R3

δ

)
,(1.28)

satisfying the following property. Every x ∈ Pn(F )\
⋃tbasic

j=1 Tj satisfies either

(1.29)
∑
v∈S

n∑
i=0

λv(x, L
(v)
i ) < (n + 1 + δ)h(x) + Kbasic,

where

(1.30) Kbasic = Kbasic(n, s, h∗) := s(n + 1)h∗ +
(s

2
+ 1
)

(n + 1) log(n + 1),

or

(1.31) h(x) < hbasic(n, h∗, δ) := max

(
1

2(n + 3)
(h∗ + log 2),

2(n + 1)

δ
log(n + 1)

)
.

1.4. Hyperplanes in general position. In this section, we consider the context of
hyperplanes in general position, in which the number of hyperplanes may be larger than
the number of variables.

Definition 1.12. Let k be a field. Let q ≥ n be positive integers. A system of linear
forms (Li : 0 ≤ i ≤ q) in k[x0, . . . , xn] is said to be in general position if for each subset
I ⊆ {0, 1, . . . , q} of cardinality n + 1, the set {Li : i ∈ I} is linearly independent over k.

In the literature, the Absolute Subspace Theorem has not been generalized for hyper-
planes in general position. This paper offers the following effective result.
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Theorem 1.13 (Absolute Subspace Theorem for Hyperplanes in General Position). Let
E be a number field of degree d; let S be a finite set of places of E of cardinality |S| = s.

Let q ≥ n be positive integers. Let ÑS = (N
(u)
i : 0 ≤ i ≤ q, u ∈ S) be a system of linear

forms in Q[x0, . . . , xn] such that for each u ∈ S, the linear forms (N
(u)
i : 0 ≤ i ≤ q) are

in general position. Put

(1.32) R := #

(⋃
u∈S

{N (u)
i : 0 ≤ i ≤ q}

)
.

Let D > 0 be such that for all 0 ≤ i ≤ q and u ∈ S,

(1.33) [E(N
(u)
i ) : E] ≤ D.

Let H∗ > 0 be such that for all 0 ≤ i ≤ q and u ∈ S,

(1.34) H∗(N
(u)
i ) ≤ H∗.

Let 0 < δ < 1. Then there are proper linear subspaces T1, . . . , Tt2 of Pn(Q) defined over
E, with

t2 = t2(n, s, R,D, δ)

given by (1.24), satisfying the following property. The set of solutions x ∈ Pn(Q) of the
inequalities

(1.35)
∏
u∈S

q∏
i=0

max
σ∈ΓE

‖N (u)
i (xσ)‖u

‖xσ‖u

≤

∏
u∈S

(
min0≤i0<···<in≤q ‖ det(N

(u)
i0

, . . . , N
(u)
in

)‖u

)
H(x)n+1+2δ

and
H(x) ≥ H2(n,H∗, δ),

where H2(n, H∗, δ) is defined by (1.25), and

(1.36) H(x) ≥

 (n + 1)
n+2

2

(
(n + 1)

1
2 H∗

)s(n+1)Dn+1

∏
u∈S

(
min0≤i0<···<in≤q

∏n
t=0 min(1, ‖N (u)

it
‖u)
)


q−n
δ

,

is contained in
t2⋃

j=1

Tj.

The following consequence is a non-absolute version of Theorem 1.13, formulated in
terms of local Weil functions.

Corollary 1.14 (Quantitative Subspace Theorem for Hyperplanes in General Position).
Let F be a number field; let S be a finite set of places of F of cardinality |S| = s. Let

q ≥ n be positive integers. Let L̃S = (L
(v)
i : 0 ≤ i ≤ q, v ∈ S) be a system of linear forms

in F [x0, . . . , xn] such that for each v ∈ S, the linear forms (L
(v)
i : 0 ≤ i ≤ q) are in general

position. Suppose also that for all 0 ≤ i ≤ q and v ∈ S,

(1.37) ‖L(v)
i ‖v ≥ 1.
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Put

(1.38) R := #

(⋃
v∈S

{L(v)
i : 0 ≤ i ≤ q}

)
.

Let h∗ > 0 be such that for all 0 ≤ i ≤ q and v ∈ S,

(1.39) h∗(L
(v)
i ) ≤ h∗.

Let 0 < δ < 1. Then there are proper linear subspaces T1, . . . , Ttgen of Pn(F ), with

tgen = tgen(n, s, R, δ)

:=
(
4e(n + 1)2δ−1

)(n+1)s
1064n+ 7

2 (n + 1)10δ−3 log2

(
24R3

δ

)
,(1.40)

satisfying the following property. Every x ∈ Pn(F )\
⋃tgen

j=1 Tj satisfies either

(1.41)
∑
v∈S

q∑
i=0

λv(x, L
(v)
i ) < (n + 1 + 3δ)h(x)

or

h(x) < hgen(n, q, s, h∗, δ)

:=
(q − n + 1)(n + 2)(s + 1)

δ
(log(n + 1) + h∗) .(1.42)

1.5. Hyperplanes in subgeneral position. One can relax the notion of hyperplanes
in general position as follows.

Definition 1.15. Let k be a field. Let q ≥ m ≥ n be positive integers. A system of linear
forms (Li : 0 ≤ i ≤ q) in k[x0, . . . , xn] is said to be in m-subgeneral position if for each
subset I ⊆ {0, 1, . . . , q} of cardinality m+1, the vector subspace spanned by the coefficient
vectors of the linear forms {Li : i ∈ I} is the whole space kn+1.

The Quantitative Subspace Theorem can be further generalized for hyperplanes in sub-
general position.

Theorem 1.16 (Quantitative Subspace Theorem for Hyperplanes in Subgeneral Posi-
tion). Let F be a number field; let S be a finite set of places of F of cardinality |S| = s.
Let q ≥ m ≥ n be positive integers; suppose that q > 2m− n.

Let L̃ = (Li : 0 ≤ i ≤ q) be a system of linear forms in F [x0, . . . , xn] which are in
m-subgeneral position. Suppose also that for all 0 ≤ i ≤ q and v ∈ S,

(1.43) ‖Li‖v ≥ 1.

Let h∗ > 0 be such that for all 0 ≤ i ≤ q,

(1.44) h∗(Li) ≤ h∗.
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Let 0 < δ < 1. Then there are proper linear subspaces T1, . . . , Ttsubgen
of Pn(F ), with

tsubgen = tsubgen(n, q, δ, s)

:=
(
4e(n + 1)2δ−1

)(n+1)s
1064n+ 7

2 (n + 1)10δ−3 log2

(
24q3

δ

)
,(1.45)

satisfying the following property. Every x ∈ Pn(F )\
⋃tsubgen

j=1 Tj satisfies either

(1.46)
∑
v∈S

q∑
i=0

λv(x, Li) < (2m + 1− n)

(
1 +

δ

n + 1

)
h(x) + Ksubgen

where

Ksubgen = Ksubgen(n, m, q, s, h∗)

:=
(2m− n + 1)(q −m + 1)

n + 1

(
s(n + 1)h∗ +

s(n + 1) + 2n + 4

2
log(n + 1)

)
(1.47)

or

h(x) < hsubgen(n, q, s, h∗, δ)

:= max

(
1

2(n + 3)
(h∗ + log 2),

2(n + 1)

δ
log(n + 1)

)
.(1.48)

Remark 1.17. Qualitative but non-quantitative Subspace Theorems for hyperplanes in
subgeneral position were proved by Ru and Wong [18, Theorem 3.5], and by Vojta [23,
Theorem 1.2]. To our best knowledge, there is only one Quantitative Subspace Theorem in
this context which was due to Hirata-Kohno [12, Theorem 4.1]. The bound therein for the
number of subspaces containing large solutions is doubly exponential in n and exponential
in δ−2. Proposition 5.1 is an improvement of [12, Theorem 4.1] in terms of the number
of the exceptional subspaces; the bound here is only exponential in ns(logn + log δ−1).
Theorem 1.16, rather than Proposition 5.1, is a more useful formulation because it does
not require the quite intricate Nochka’s weights.

1.6. Hyperplanes in non-subdegenerate position. Let us recall some notions of lin-
ear algebra which pertain to Subspace Theorems.

Definition 1.18. Let k be a field and V be a k-vector space.

(1) For a subset S of V , denote by (S)k the k-vector subspace of V spanned by S.
(2) A nonempty subset R of V is said to be non-degenerate if (R)k = V and for

every nonempty proper subset S of R, the intersection (S)k ∩ (R\S)k contains a
nonzero element of R.

(3) A nonempty subset R of V is said to be non-subdegenerate if (R)k = V and for
every nonempty proper subset S of R one has

(S)k ∩ (R\S)k 6= {0}.

(4) A system of linear forms L1, . . . , Lq ∈ k[x0, . . . , xn] is said to be non-degenerate
(resp. non-subdegenerate) if the set of its coefficient vectors is non-degenerate
(resp. non-subdegenerate) in kn+1.
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(5) A nonempty subset R of V is said to be minimally dependent (over k) if it is
linearly dependent over k and every nonempty proper subset S ⊂ R is linearly
independent over k.

Remark 1.19. We give an example of a minimally dependent subset. Let V be a k-vector
space. Let v1, . . . , vr be linearly independent vectors in V ; let c1, . . . , cr ∈ k \ {0} and put
v0 = c1v1 + · · ·+ crvr. Then the set {v0, v1, . . . , vr} is minimally dependent over k.

Let L = {L1, . . . , Lq} be a non-subdegenerate system of linear forms in k[x0, . . . , xn].

By definition, there is a family L̃ of less than 2q−1 hyperplanes which contains L and

satisfies that for each nonempty proper subset L1 ⊂ L, there exists a hyperplane L ∈ L̃
such that L ∈ (L1)k∩(L\L1)k. Such a family L̃ is called a conjunction of H; in particular

q ≤ |L̃| < 2q−1. Note that, if L is non-degenerate then L̃ = L is a conjunction of L.

Chen and Ru [3] introduced the notion of non-degenerate hyperplanes and proved a
Subspace Theorem for such hyperplanes. The result of [3] was improved considerably by
Liu in [13]. However, we see that the non-degenerate requirement that the intersection
(S)k ∩ (R\S)k contains a nonzero element of R is difficult to verify in practice. Recently,
in order to improve the second main theorem for moving targets with truncated counting
function, Quang in [16] introduced the notion of non-subdegeneracy as above. Motivated
by the method of Liu [13] and Quang [16], Hiep [15] obtained a qualitative Subspace
Theorem for a system of hyperplanes in non-subdegenerate position. However, in [15]
the finite set of exceptional subspaces was not quantified explicitly. Our next theorem
generalizes and improves the above-mentioned results of Chen-Ru, Liu and Hiep to the
setting of non-subdegenerate family of hyperplanes, the number of exceptional subspaces
being estimated explicitly.

Theorem 1.20 (Semi-quantitative Subspace Theorem for Hyperplanes in Non-subdegenerate
Position). Let F be a number field; let S be a finite set of places of F .

Let q ≥ n be positive integers. Let L = (Li : 0 ≤ i ≤ q) be a non-subdegenerate

system of linear forms in F [x0, . . . , xn] and L̃ ⊇ L be a conjunction of L. In particular,

q ≤ |L̃| < 2q−1.

Let 0 < δ < 1. Then every x ∈ Pn(F ) which is outside of the union of hyperplanes in

L̃ satisfies

(1.49)
∑
v∈S

q∑
i=0

λv(x, Li) < (q − 1 + δ)h(x) + O(1).

1.7. The remainder of the paper is organized as follows.

In Section 2, we collect preparatory tools concerning absolute values, heights, and
Nochka’s weights. Those preliminaries will be utilized in later sections to establish various
subspace theorems.

Section 3 contains the proofs of the Absolute Parametric Subspace Theorem (Theorem
1.5), the Absolute Subspace Theorem (Theorem 1.8) and a basic Quantitative Subspace
Theorem (Corollary 1.11). In Section 3.1, we deduce Theorem 1.5 from Theorem 1.4. In
Section 3.2, we deduce Theorem 1.8 as a consequence of Corollary 1.7, thereby deriving
Corollary 1.11.
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In Section 4, we work with hyperplanes in general position. We establish a generalized
Absolute Subspace Theorem (Theorem 1.13) and also derive an analogous (non-absolute)
Quantitative Subspace Theorem (Corollary 1.14), formulated in terms of local Weil func-
tions, in this context.

Section 5 studies hyperplanes in subgeneral position. In this setting, we first invoke the
existence of Nochka’s weights (Theorem 2.3) to show a preliminary form (Proposition 5.1)
and then establish a Quantitative Subspace Theorem (Theorem 1.16).

Finally, in Section 6 we prove a Semi-quantitative Subspace Theorem for hyperplanes
in non-subdegenerate position (Theorem 1.20).

2. Preliminaries

2.1. Inequalities of absolute values and heights. In the literature there are several
normalizations of absolute values and heights which are different from ours. It is useful
to be aware of these different choices. In this section, we work with a fixed number field
F ⊂ Q.

If x′ = (x0, . . . , xn) ∈ Qn+1
and v ∈ ΣF , one defines [6, Section 6.1]

‖x′‖v,2 =

(
n∑

i=0

‖xi‖
2

κ(v)
v

)κ(v)
2

if v is infinite,

‖x′‖v,2 = ‖x′‖v if v is finite.

It is plain that

(2.1) ‖x′‖v ≤ ‖x′‖v,2 ≤ (n + 1)
κ(v)

2 ‖x′‖v.

If the number field F contains all the coordinates of x′, the height

H2(x
′) =

∏
v∈ΣF

‖x′‖v,2

does not depend on the choice of F and hence is a well-defined function on Qn+1
. By

the Product Formula, it descends to a height function, also denoted by H2, on Pn(Q).
Moreover, for x ∈ Pn(Q) one has [6, equation (6.3) p. 535]

(2.2) (n + 1)−
1
2 H2(x) ≤ H(x) ≤ H2(x).

For v ∈ ΣF and x1, . . . , xn ∈ F , there holds the triangle inequality [6, equation (6.2)
p. 534]

(2.3) ‖x1 + · · ·+ xn‖v ≤ nκ(v) max
1≤i≤n

‖xi‖v.

If, furthermore, a1, . . . , an ∈ F , one has the Cauchy-Schwarz inequality, which follows
from [6, equation (6.4) p. 535] and (2.1),

(2.4) ‖a1x1 + · · ·+ anxn‖v ≤ nκ(v) max
1≤i≤n

‖ai‖v max
1≤i≤n

‖xi‖v.
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We will need to compare the absolute value of the determinant of a matrix with the
absolute values of its rows or columns. Let L1, . . . , Ln be linear forms in Q[x1, . . . , xn]
and v ∈ ΣF . On the one hand, the Hadamard inequality gives an upper bound [6, p. 531]

(2.5) ‖ det(L1, . . . , Ln)‖v ≤ n
nκ(v)

2

n∏
i=1

max(1, ‖Li‖v).

On the other hand, if the linear forms are linearly independent, then we have a lower
bound given by the following result.

Lemma 2.1. Let F ⊂ Q be a number field and v ∈ ΣF . Let L1, . . . , Ln be linear forms in
Q[x1, . . . , xn]. Suppose that [F (Li) : F ] ≤ D and H(Li) ≤ H. If L1, . . . , Ln are linearly
independent over Q, then

(2.6)
‖ det(L1, . . . , Ln)‖v∏n

i=1 ‖Li‖v

≥
(
Hn

1
2

)−nDn

.

Proof. This is immediate on combining [9, Lemma 2 p. 234] with (2.2). �

The Hadamard inequality (2.5) and Lemma 2.6 can be generalized for exterior products
as follows. For 1 ≤ k ≤ n, let L1, . . . , Lk be linear forms in Q[x1, . . . , xn] and v ∈ ΣF .
Write the coefficient vector of Li as (ai1, . . . , ain). Put N =

(
n
k

)
and let C(n, k) be the

sequence of k-element subsets of {1, 2, . . . , n}, ordered arbitrarily; the length of C(n, k)
is N . The lth-subset {l1 < l2 < · · · < lk} in this sequence gives rise to the determinant

Al := det(ai,lj)i,j=1,...,k (1 ≤ l ≤ N).

The exterior product of L1, . . . , Lk is given by

L1 ∧ . . . ∧ Lk := (A1, . . . , AN).

One has [6, equation (6.7) p. 536]

(2.7) ‖L1 ∧ . . . ∧ Lk‖v,2 ≤
k∏

i=1

‖Li‖v,2.

Hence, by (2.1),

(2.8) ‖L1 ∧ . . . ∧ Lk‖v ≤ n
kκ(v)

2

k∏
i=1

‖Li‖v.

The following lower bounds generalize Lemma 2.1.

Lemma 2.2. Let F ⊂ Q be a number field and v ∈ ΣF . Let L1, . . . , Lk be linear forms in
Q[x1, . . . , xn]. Suppose that [F (Li) : F ] ≤ D and H(Li) ≤ H. If L1, . . . , Lk are linearly
independent over Q, then

(2.9)
‖L1 ∧ . . . ∧ Lk‖v,2∏k

i=1 ‖Li‖v,2

≥
(
Hn

1
2

)−kDk

.

Consequentially,

(2.10)
‖L1 ∧ . . . ∧ Lk‖v∏k

i=1 ‖Li‖v

≥
(
Hn

1
2

)−kDk
(

n

k

)−κ(v)
2

.
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Proof. The inequality (2.9) is [9, Lemma 2 p. 234]. The inequality (2.10) follows immedi-
ately from (2.9) and (2.1). �

2.2. Nochka’s weights. We recall the notion and the existence of Nochka’s weights,
which are crucial for reducing the setting of subgeneral position to that of general position.
The following result summarizes the main properties of these weights (cf. [14, Theorem
4.1.10 and Lemma 4.1.17]).

Theorem 2.3. Let k be a field. Let q ≥ m ≥ n be positive integers; suppose that
q > 2m − n. Let L = (Li : 0 ≤ i ≤ q) be a system of linear forms in k[x0, . . . , xn]
in m-subgeneral position. Then there exist ωj ∈ Q (0 ≤ j ≤ q) satisfying the following
properties:

(i) 0 < ωj ≤ 1 for 0 ≤ j ≤ q.
(ii) Let R ⊆ {0, 1, . . . , q} be a subset with cardinality 0 < |R| ≤ N + 1. Suppose the

vector subspace of kn+1 spanned by the linear forms Lj with j ∈ R has dimension
r. Then ∑

j∈R

ωj ≤ r.

(iii) Let Λj ≥ 1 (0 ≤ j ≤ q) be arbitrary reals. Let R ⊆ {0, 1, . . . , q} be a subset with
cardinality 0 < |R| ≤ m + 1. Suppose the vector subspace LR of kn+1 spanned by
the linear forms Lj with j ∈ R has dimension r. Then there exist j1, . . . , jr ∈ R
such that LR is spanned by Lj1 , . . . , Ljr and that∏

j∈R

Λ
ωj

j ≤
r∏

i=1

Λji
.

(iv) Put ω̃ = max0≤j≤q ωj. Then

n + 1

2m− n + 1
≤ ω̃ ≤ n

m
.

(v) One has
q∑

j=0

ωj = ω̃(q − 2m + n) + (n + 1).

2.3. Non-subdegeneracy. The following lemma was essentially proved in [16, Lemma
3.2]. For the sake of clarity and completeness, we rewrite both the statement and the
proof below.

Lemma 2.4. Let k be a field and q ≥ 1 an integer. Let L = {L0, L1, . . . , Lq} be a non-
subdegenerate system of linear forms in k[x0, . . . , xn]. For a subset I ⊆ {0, 1, . . . , q}, write
LI = {Li : i ∈ I}. Then there exist subsets I0, I1, . . . , Ip of {0, 1, . . . , q} with 1 ≤ p ≤ q
satisfying the following conditions:

(i) I0 = {0} and Ii ∩ Ij = ∅ for i 6= j;
(ii) for every 0 ≤ j ≤ p, the set LIj

is linearly independent over k;

(iii)
(⋃p

j=1 LIj

)
k

= kn+1;
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(iv) for every 1 ≤ t ≤ p, the vector space

(LIt)k ∩ (LI0 ∪ LI1 ∪ · · · ∪ LIt−1)k

is one-dimensional;
(v) for every 1 ≤ t ≤ p, there exist

ctα ∈ k (α ∈
t⋃

j=1

Ij)

such that ctα 6= 0 when α ∈ It and that∑
α∈I0∪I1∪···∪It

ctαLα = 0.

Proof. Put J = {0, 1, . . . , q} and set I0 = {0}. We shall construct the subsets I1, . . . , Ip

recursively as follows.

Step 1: Since
(LI0)k ∩ (LJ\I0)k 6= {0},

there exist a positive integer r together with r indices 1 ≤ i′1 < · · · < i′r ≤ q such that

L0 ∈ (Li′1
, . . . , Li′r)k.

Let r1 be the smallest such integer r and suppose that 1 ≤ i1 < · · · < ir1 ≤ q satisfies

L0 ∈ (Li1 , . . . , Lir1
)k.

Set I1 = {i1, . . . , ir1}. It is evident that

(LI0)k ∩ (LI1)k

is the one-dimensional vector space spanned by L0. Because of the smallest property of
r1, the set LI1 is linearly independent, and there exist c1α ∈ k× (α ∈ I0 ∪ I1) such that∑

α∈I0∪I1

c1αLα = 0.

Step 2: Suppose that for some t ≥ 1, the subsets I0, I1, . . . , It have been constructed
such that they satisfy all the conditions of the lemma except possibly for (iii). Put

Jt = I0 ∪ I1 ∪ · · · ∪ It.

If (LJt)k = kn+1, then (LI1∪···∪It)k = kn+1. Therefore, the subsets I0, I1, . . . , It satisfy
all the requirements and the construction is complete.

Now suppose that (LJt)k is a proper vector subspace of (L)k = kn+1. In particular, Jt

is a proper subset of J . By definition of non-subdegeneration, we have that

(LJt)k ∩ (LJ\Jt)k 6= {0}.
Then there exist a positive integer r together with r indices 1 ≤ i′1 < · · · < i′r ≤ q in J \Jt

such that
(LJt)k ∩ (Li′1

, . . . , Li′r)k 6= {0}.
Let rt+1 be the smallest such integer r and suppose that 1 ≤ i1 < · · · < irt+1 ≤ q in J \ Jt

satisfy
(LJt)k ∩ (Li1 , . . . , Lirt+1

)k 6= {0}.
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Set It+1 = {i1, . . . , irt+1}.
It follows from the smallest property of rt+1 that the set LIt+1 is linearly independent.

We claim that the vector space

(LJt)k ∩ (LIt+1)k

is one-dimensional. Indeed, suppose by contradiction that there exist two linearly inde-
pendent linear forms H and K in this vector space. Write

H =
∑

i∈It+1

aiLi ∈ (LJt)k,

K =
∑

i∈It+1

biLi ∈ (LJt)k,

where ai, bi ∈ k. By the smallest property of rt+1, all the coefficients ai and bi are nonzero.
On fixing any α ∈ It+1, we infer from the linear independence of H and K that

bαH − aαK =
∑

i∈It+1
i6=α

(bαai − aαbi)Li ∈ (LJt)k.

is a nonzero vector contradicting the smallest property of rt+1. The claim follows.

It also follows from the smallest property of rt+1 that there exist elements

ct+1,α ∈ k (α ∈ Jt ∪ It+1)

such that ct+1,α 6= 0 whenever α ∈ It+1 and that∑
α∈Jt∪It+1

ct+1,αLα = 0.

Finally, we loop through Step 2. The algorithm must stop at some point because we
are working in a finite-dimensional vector space. The lemma is proved. �

3. Proofs of Evertse-Ferretti’s Absolute Subspace Theorem

3.1. The Absolute Parametric Subspace Theorem. In this section we deduce the
Absolute Parametric Subspace Theorem (Theorem 1.5) as a consequence of the Twisted
Height Theorem (Theorem 1.4).

Proof of Theorem 1.5. Let E be a number field; let S be a finite set of places of E. Let

M̃S = (M
(u)
i : 0 ≤ i ≤ n, u ∈ S)

be a system of linear forms M
(u)
i ∈ Q[x0, . . . , xn]. Let

η̃S = (ηiu : 0 ≤ i ≤ n, u ∈ S)

be a tuple of real numbers. Let δ > 0. Suppose that for each u ∈ S, the linear forms

M
(u)
0 , . . . ,M

(u)
n are linearly independent over E. Suppose further that there are constants

0 < δ < 1 and 0 < ι < 1 such that

(3.1)
∑
u∈S

n∑
i=0

ηiu = n + 1 + δ,
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(3.2)
∑
u∈S

min
0≤i≤n

ηiu ≥
n + 1 + δ

n + 1
− 1

ι
.

Let x ∈ Pn(Q) be a point in the parallelepiped ΠE(M̃S, η̃S). We proceed to construct a
twisted height estimate for x in four steps.

Step 1: We extend (M̃S, η̃S) to a twisting datum over E by defining for 0 ≤ i ≤ n and

u ∈ ΣE\S the linear forms M
(u)
i := Xi and the exponents ηiu = 0. By construction the

pair (M̃, η̃) given by

M̃ = (M
(u)
i : 0 ≤ i ≤ n, u ∈ ΣE)

η̃ = (ηiu : 0 ≤ i ≤ n, u ∈ ΣE)

is a twisting datum over E.

Step 2: Let F/E be a finite Galois extension such that F contains all coefficients of

the linear forms M
(u)
i for 0 ≤ i ≤ n and u ∈ ΣE. Recall that every absolute value of

a number field extends to Q. Recall also that SF = {v ∈ ΣF : v|u for some u ∈ S}.
If v ∈ ΣF extends u ∈ ΣE, then there is an automorphism τv|u ∈ Gal(F/E) such that

‖α‖v = ‖τv|u(α)‖d(v|u)
u for α ∈ F .

We now define the twisting datum of our targeted twisted height. For 0 ≤ i ≤ n and
v ∈ ΣF , set

L
(v)
i := τ−1

v|u(M
(u)
i ),(3.3)

ζiv := ι · d(v|u)

(
ηiu −

1

n + 1

n∑
j=0

ηju

)
.(3.4)

It is plain that the pair (L̃, ζ̃) given by

L̃ := (L
(v)
i : 0 ≤ i ≤ n, v ∈ ΣF )

ζ̃ := (ζiv : 0 ≤ i ≤ n, v ∈ ΣF )

is a twisting datum over F . By the defining formulas (1.8) and (1.9) we have that

(3.5) #

( ⋃
v∈ΣF

{L(v)
i : 0 ≤ i ≤ n}

)
≤ n + 1 + RD.

Step 3: Let us fix an automorphism σ ∈ ΓE. Let K/E be a finite Galois extension such

that K contains F and all coordinates of xσ. Let (L̃K , ζ̃K) be the induction from F to K

of (L̃, ζ̃). By (3.3), if 0 ≤ i ≤ n and w ∈ ΣK extends u ∈ ΣE, then L
(w)
i = τ−1

w|u(M
(u)
i ).

If 0 ≤ i ≤ n and w ∈ SK , then since x ∈ ΠE(M̃S, η̃S) we have

‖L(w)
i (xσ)‖w

‖xσ‖w

=

(
‖(τw|uL

(w)
i )(xτw|uσ)‖u

‖xτw|uσ‖u

)d(w|u)

=

(
‖M (u)

i (xτw|uσ)‖u

‖xτw|uσ‖u

)d(w|u)

≤
(
∆uH(x)−ηiu

)d(w|u)
= ∆wH(x)−ηiw .(3.6)
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On the other hand, if 0 ≤ i ≤ n and w ∈ ΣK\SK , then by the construction in Step 1 we
have

(3.7)
‖L(w)

i (xσ)‖w

‖xσ‖w

=
‖Xi(x

σ)‖w

‖xσ‖w

≤ 1 = ∆wH(x)−ηiw .

Step 4: Next we define the twisting parameter

(3.8) Q := H(x)
1
ι .

We consider each factor in the twisted height

HL̃,ζ̃,Q(xσ) =
∏

w∈ΣK

max
0≤i≤n

(
‖L(w)

i (xσ)‖wQζiw

)
.

Assume first that w ∈ SK . By (3.4) and (3.6), we have

(3.9) max
0≤i≤n

(
‖L(w)

i (xσ)‖w

‖xσ‖w

Qζiw

)
≤ ∆wH(x)−

d(w|u)
n+1

∑n
j=0 ηju .

Assume now that w ∈ ΣK\SK . By (3.4) and and (3.7), we have

(3.10) max
0≤i≤n

(
‖L(w)

i (xσ)‖w

‖xσ‖w

Qζiw

)
≤ ∆w.

Combining (3.9) and (3.10) with Galois-invariance H(xσ) = H(x) of the height, we derive
that

HL̃,ζ̃,Q(xσ) ≤

( ∏
w∈ΣK

∆w

)
H(xσ)1− 1

n+1

∑
u∈ΣE

∑n
j=0 ηju .

It follows from the hypotheses (3.1) and (3.8) that

(3.11) HL̃,ζ̃,Q(xσ) ≤

( ∏
w∈ΣK

∆w

)
H(xσ)−

δ
n+1 =

( ∏
w∈ΣK

∆w

)
Q− δι

n+1 .

We have thus established our targeted twisted height estimate.

We now put

{L1, . . . , LR′} :=
⋃

w∈ΣK

{L(w)
i : 0 ≤ i ≤ n}.

By (3.5) we have R′ ≤ n + 1 + RD ≤ R(D + 1) ≤ 2RD. We need to estimate

HL̃ :=
∏

w∈ΣK

max
1≤i0<···<in≤R′

‖ det(Li0 , . . . , Lin)‖w.

We have that [4, (5.10) page 531]

(3.12) HL̃ ≤ (n + 1)
n+1

2 (H∗)DR.

We are in a position to apply Theorem 1.4 to the twisting datum (L̃, ζ̃) over F and to
the twisted height HL̃,ζ̃,Q. We need to verify the conditions of the exponents

(3.13)
n∑

i=0

ζiv = 0 for v ∈ ΣF ,
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(3.14)
∑
v∈ΣF

min
0≤i≤n

ζiv ≥ −1.

The condition (3.13) is apparent from (3.4), whereas the requirement (3.14) is immediate
from (3.2) and (3.4). Note also that

Q0

(
n, 2RD,HL̃,

δι

n + 1

)
= max

(
H

1
2RD

L̃
, (n + 1)

n+1
δι

)
≤ max

((
(n + 1)

n+1
2 (H∗)DR

) 1
2RD

, (n + 1)
n+1
δι

)
≤ max

(
(n + 1)

1
4D (H∗)

1
2 , (n + 1)

n+1
ιδ

)
=: H1(n, D, H∗, δ, ι)

1
ι .

Therefore, there are proper linear subspaces T1, . . . , Tt1 of Pn(Q) defined over E, with
t1 = t1(n,R, δ, ι) given by

t0

(
n, 2RD,

δι

n + 1

)
≤ 1064n+1(n + 1)13(δι)−3 log2

(
6RD(n + 1)

δι

)
=: t1(n,R,D, δ, ι),

satisfying the following property: if

H(x) ≥ H1(n, D, H∗, δ, ι),

then

Q = H(x)
1
ι ≥ H1(n, D, H∗, δ, ι)

1
ι

≥ Q0

(
n, 2RD,HL̃,

δι

n + 1

)
,

and so there exists 1 ≤ s ≤ t1 such that xσ ∈ Ts for every σ ∈ ΓE. Put

T ′
j =

⋂
σ∈ΓE

σ(Tj) (1 ≤ j ≤ t1);

these are linear subspaces of Pn(Q) defined over E. Thus the parallelepiped ΠE(M̃S, η̃S)
is contained in a finite union

t1⋃
j=1

T ′
j

of linear subspaces of Pn(Q) defined over E. Theorem 1.5 is proved. �

3.2. The Absolute Subspace Theorem. In this section we deduce the Absolute Sub-
space Theorem (Theorem 1.8) as a consequence of the Absolute Parametric Subspace
Theorem (Theorem 1.5).

Proof of Theorem 1.8. We will deduce Theorem 1.8 from Corollary 1.7 in the same way
as [8, Section 21]. We will only sketch the proof and refer the reader there for further
details.
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We partition the set of solutions x ∈ Pn(Q) into two subsets M1 and M2 as follows.
The set M1 consists of those x such that

max
σ∈ΓF

‖N (u0)
i0

(xσ)‖u0 = 0

for some 0 ≤ i0 ≤ n and some u0 ∈ S. The set M2 consists of those x which do not belong
to M1.

The set M1 lies in a union of at most

(3.15) (n + 1)s

proper linear subspaces of Pn(Q) which are defined over F .

The set M2 can be partitioned into a disjoint union of two subsets M21 and M22. The
set M21 consists of those x ∈ M2 such that there exists an index 0 ≤ i0 ≤ n with∏

u∈S

max
σ∈ΓF

‖N (u)
i (xσ)‖u

‖xσ‖u

≤ H(x)−(n+1+δ).

The set M22 is the complement of M21 in M2.

The set M21 is covered by [8, Equations (20.9) and (21.29)]

(3.16) (n + 1)(4e(n + 1)δ−1)st′′1

(
n, (n + 1)s, D,

δ

2

)
proper linear subspaces.

The set M22 is covered by [8, Equations (20.9) and (21.41)]

(3.17) (4e(n + 1)2δ−1)(n+1)st′′1

(
n, (n + 1)s, D,

δ

2

)
proper linear subspaces.

We add up (3.15), (3.16) and (3.17), to get the total number of proper linear subspaces
needed.

(n + 1)s + (n + 1)(4e(n + 1)δ−1)st′′1

(
n, (n + 1)s, D,

δ

2

)
+ (4e(n + 1)2δ−1)(n+1)st′′1

(
n, (n + 1)s, D,

δ

2

)
< 2

(
4e(n + 1)2δ−1

)(n+1)s
t′′1

(
n, (n + 1)s, D,

δ

2

)
<
(
4e(n + 1)2δ−1

)(n+1)s
1064n+ 7

2 (n + 1)10δ−3 log2

(
24R3D

δ

)
=: t2(n,R,D, δ, s).

The height lower bound H2(n, H∗, δ) is computed by

H2(n,H∗, δ) := H ′′
1 (n,R,D,H∗, δ/2).

The theorem follows. �
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Proof of Corollary 1.11. By Theorem 1.8, there exist proper linear subspaces T1, . . . , Ttbasic
,

where tbasic is given by (1.28), of Pn(F ) satisfying the following condition. If x ∈
Pn(F )\

⋃tbasic

j=1 Tj has

h(x) ≥ hbasic(n, h∗, δ),

where hbasic is given by (1.31), then

∏
v∈S

n∏
i=0

‖L(v)
i (x)‖v

‖x‖v

>

∏
v∈S ‖ det(L

(v)
0 , . . . , L

(v)
n )‖v

H(x)n+1+δ
.

It follows that∏
v∈S

n∏
i=0

(n + 1)κ(v)‖L(v)
i ‖v‖x‖v

‖L(v)
i (x)‖v

< H(x)n+1+δ
∏
v∈S

(n + 1)(n+1)κ(v)
∏n

i=0 ‖L
(v)
i ‖v

‖ det(L
(v)
0 , . . . , L

(v)
n )‖v

.

On applying Lemma 2.1, we infer that∏
v∈S

n∏
i=0

(n + 1)κ(v)‖L(v)
i ‖v‖x‖v

‖L(v)
i (x)‖v

< H(x)n+1+δ(n + 1)n+1
(
H∗(n + 1)

1
2

)s(n+1)

.

Taking logarithm yields the inequality (1.29). The corollary is proved. �

4. The Absolute Subspace Theorem for Hyperplanes in General Position

In this section, we show an effective upper bound for the number of exceptional sub-
spaces when the hyperplanes are in general position. We first need a result which quantifies
how nonzero the image of a nonsingular transformation is.

Lemma 4.1. Let F be a number field and v ∈ ΣF one of its places. Let L0, . . . , Ln ∈
Q[x0, . . . , xn] be linear forms which are Q-linearly independent. Let x = [x0 : . . . : xn] ∈
Pn(Q).

Let D > 0 and H∗ ≥ 1 be any parameters such that for all 0 ≤ i ≤ q,

[F (Li) : F ] ≤ D,

H∗(Li) ≤ H∗.

For any σ ∈ ΓF , one has

(4.1) max
0≤i≤n

‖Li(x
σ)‖v

‖xσ‖v

≥
∏n

i=0 min(1, ‖Li‖v)

(n + 1)
(n+2)κ(v)

2

(
(n + 1)

1
2 H∗

)(n+1)Dn+1 .

and

(4.2) max
0≤i≤n

‖Li(x
σ)‖v

(n + 1)κ(v)‖Li‖v‖xσ‖v

≥
∏n

i=0 min(1, ‖Li‖v)

(n + 1)
(n+4)κ(v)

2

(
(n + 1)

1
2 H∗

)(n+1)Dn+1 .
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Proof. Let L be the (n + 1)× (n + 1) matrix with the linear form Li on the ith-row. Let
σ ∈ ΓF be arbitrary and write yi = Li(x

σ). We appeal to Cramer’s rule in linear algebra
to write

(4.3) xσ
c =

n∑
i=0

kciyi

where kci = (−1)c+i · detL(i,c)

detL . Here L(i,c) is the (i, c)-minor of L, i.e. the matrix L with

the ith-row and cth-column removed.

By (2.3), for u ∈ ΣF and 0 ≤ c ≤ n we have

‖xσ
c ‖v ≤ (n + 1)κ(v) max

0≤i≤n
(‖kci‖v‖yi‖v)

= (n + 1)κ(v)‖kci0‖v‖yi0‖v(4.4)

for some 0 ≤ i0 ≤ n. The Hadamard inequality (2.5) implies that

(4.5) ‖ detL(i0,c)‖v ≤ n
nκ(v)

2

n∏
i=0
i6=i0

max(1, ‖Li‖v).

It follows from Lemma 2.1 that

(4.6) ‖ detL‖v ≥
(
(n + 1)

1
2 H∗

)−(n+1)Dn+1 ∏
0≤i≤n

‖Li‖v.

On combining (4.4), (4.5), and (4.6), we deduce that

‖yi0‖v

‖xσ‖v

≥ 1

(n + 1)
(n+2)κ(v)

2

(
(n + 1)

1
2 H∗

)(n+1)Dn+1 ·
∏

0≤i≤n ‖Li‖v∏
0≤i≤n
i6=i0

max(1, ‖Li‖v)

≥
∏n

i=0 min(1, ‖Li‖v)

(n + 1)
(n+2)κ(v)

2

(
(n + 1)

1
2 H∗

)(n+1)Dn+1 ,

and, similarly, that

‖yi0‖v

(n + 1)κ(v)‖Li0‖v‖xσ‖v

≥ 1

(n + 1)
(n+4)κ(v)

2

(
(n + 1)

1
2 H∗

)(n+1)Dn+1 ·

∏
0≤i≤n
i6=i0

‖Li‖v∏
0≤i≤n
i6=i0

max(1, ‖Li‖v)

≥
∏n

i=0 min(1, ‖Li‖v)

(n + 1)
(n+4)κ(v)

2

(
(n + 1)

1
2 H∗

)(n+1)Dn+1 .

The lemma follows. �

We are ready to prove the Absolute Subspace Theorem for hyperplanes in general po-
sition.
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Proof of Theorem 1.13. Put Q = {0, 1, . . . , q}. Let x = [x0 : . . . : xn] ∈ Pn(Q) satisfy the
inequality

(4.7)
∏
u∈S

q∏
i=0

max
σ∈ΓE

‖N (u)
i (xσ)‖u

‖xσ‖u

≤

∏
u∈S

(
min0≤i0<···<in≤q ‖ det(N

(u)
i0

, . . . , N
(u)
in

)‖u

)
H(x)n+1+2δ

.

For u ∈ S, we reorder the indices in Q, say j0(u), . . . , jq(u), such that

max
σ∈ΓE

‖N (u)
j0(u)(x

σ)‖u

‖xσ‖u

≤ · · · ≤ max
σ∈ΓE

‖N (u)
jq(u)(x

σ)‖u

‖xσ‖u

.

Set J(u) = {j0(u), . . . , jn(u)}.
Applying Lemma 4.1, we see that

(4.8) max
σ∈ΓE

‖N (u)
jn(u)(x

σ)‖u

‖xσ‖u

≥ C(u).

where

C(u) =

∏n
i=0 min(1, ‖N (u)

ji(u)‖u)

(n + 1)
(n+2)κ(u)

2

(
(n + 1)

1
2 H∗

)(n+1)Dn+1 .

It follows from (4.8) and our reordering that

(4.9)
∏

j∈Q\J(u)

max
σ∈ΓE

‖N (u)
j (xσ)‖u

‖xσ‖u

≥ C(u)q−n.

Combining (4.7) and (4.9), we deduce that

∏
u∈S

∏
j∈J(u)

max
σ∈ΓE

‖N (u)
j (xσ)‖u

‖xσ‖u

≤

∏
u∈S

(
‖ det(N

(u)
j : j ∈ J(u))‖uC(u)n−q

)
H(x)n+1+2δ

≤
∏

u∈S ‖ det(N
(u)
j : j ∈ J(u))‖u

H(x)n+1+δ
,(4.10)

provided that

H(x) ≥

(∏
u∈S

C(u)

)n−q
δ

;

this is satisfied if

H(x)
δ

q−n ≥
(n + 1)

n+2
2

(
(n + 1)

1
2 H∗

)|S|(n+1)Dn+1

∏
u∈S

(
min0≤i0<···<in≤q

∏n
t=0 min(1, ‖N (u)

it
‖u)
) .

We can now apply Theorem 1.8 to conclude the proof. �



ON ABSOLUTE AND QUANTITATIVE SUBSPACE THEOREMS 25

Proof of Corollary 1.14. By Theorem 1.13, there exist proper linear subspaces T1, . . . , Ttgen ,

where tgen is given by (1.40), of Pn(F ) satisfying the following condition. If x ∈ Pn(F )\
⋃tgen

j=1 Tj

has

(4.11) h(x) ≥ max

(
1

2(n + 3)
(h∗ + log 2),

2(n + 1)

δ
log(n + 1)

)
and

(4.12) h(x) ≥ (q − n) (n + 2 + s(n + 1))

2δ
· log(n + 1) +

(q − n)s(n + 1)h∗

δ
,

then ∏
v∈S

q∏
i=0

‖L(v)
i (x)‖v

‖x‖v

>

∏
v∈S

(
min0≤i0<···<in≤q ‖ det(L

(v)
i0

, . . . , L
(v)
in

)‖v

)
H(x)n+1+2δ

.

Observe that the right hand sides of both (4.11) and (4.12) are smaller than

(q − n + 1)(n + 2)(s + 1)

δ
(log(n + 1) + h∗) .

Suppose now that x ∈ Pn(F )\
⋃tgen

j=1 Tj has

(4.13) h(x) >
(q − n + 1)(n + 2)(s + 1)

δ
(log(n + 1) + h∗) ,

so that both (4.11) and (4.12) are satisfied. It follows that∏
v∈S

q∏
i=0

(n + 1)κ(v)‖L(v)
i ‖v‖x‖v

‖L(v)
i (x)‖v

< H(x)n+1+2δ
∏
v∈S

(n + 1)(q+1)κ(v)
∏q

i=0 ‖L
(v)
i ‖v

min0≤i0<···<in≤q ‖ det(L
(v)
i0

, . . . , L
(v)
in

)‖v

On applying Lemma 2.1, we deduce that∏
v∈S

q∏
i=0

(n + 1)κ(v)‖L(v)
i ‖v‖x‖v

‖L(v)
i (x)‖v

< H(x)n+1+2δ(n + 1)q+1
(
H∗(n + 1)

1
2

)s(n+1)

(H∗)s(q−n) .

Taking logarithm yields∑
v∈S

n∑
i=0

λv(x, L
(v)
i ) < (n + 1 + 2δ)h(x) + Kgen,

where

(4.14) Kgen := s(q + 1)h∗ +

(
s(n + 1)

2
+ q + 1

)
log(n + 1).

It follows from (4.13) and (4.14) that

Kgen < δh(x).

Thus ∑
v∈S

q∑
i=0

λv(x, L
(v)
i ) < (n + 1 + 3δ)h(x).

The corollary is proved. �
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5. The Quantitative Subspace Theorem for Hyperplanes in Subgeneral
Position

The goal of this section is to prove Theorem 1.16, which provides an effective upper
bound for the number of exceptional subspaces when the hyperplanes are in subgeneral
position. The following notations and assumptions will be fixed throughout this section.
Let F be a number field; let S be a finite set of places of F of cardinality |S| = s. Let
q ≥ m ≥ n be positive integers; suppose that q > 2m−n. Let (ωi ∈ Q∩ (0, 1] : 0 ≤ i ≤ q)
be a system of Nochka’s weights as in Theorem 2.3; set ω̃ = max0≤i≤q ωi.

The following proposition, which is of its own interest, is a preliminary form of Theorem
1.16.

Proposition 5.1. Let (L
(v)
i : 0 ≤ i ≤ q, v ∈ S) be a system of linear forms in F [x0, . . . , xn].

Suppose that for each v ∈ S, the linear forms (L
(v)
i : 0 ≤ i ≤ q) are in m-subgeneral posi-

tion. Suppose also that for all 0 ≤ i ≤ q and v ∈ S,

(5.1) ‖L(v)
i ‖v ≥ 1.

Put

(5.2) R := #

(⋃
v∈S

{L(v)
i : 0 ≤ i ≤ q}

)
.

Let h∗ > 0 be such that for all 0 ≤ i ≤ q and v ∈ S,

(5.3) h∗(L
(v)
i ) ≤ h∗.

Let 0 < δ < 1. Then there are proper linear subspaces T1, . . . , Ttsubgen
of Pn(F ), with

tsubgen = tsubgen(n, s, R, δ)

:=
(
4e(n + 1)2δ−1

)(n+1)s
1064n+ 7

2 (n + 1)10δ−3 log2

(
24R3

δ

)
,(5.4)

satisfying the following property. Every x ∈ Pn(F )\
⋃tsubgen

j=1 Tj satisfies either

(5.5)
∑
v∈S

q∑
i=0

ωiλv(x, L
(v)
i ) < (n + 1 + δ)h(x) + K ′

subgen

where

K ′
subgen = K ′

subgen(n, m, q, s, h∗)

:= (q −m + 1)

(
s(n + 1)h∗ +

s(n + 1)

2
log(n + 1) + (n + 2) log(n + 1)

)
(5.6)

or

h(x) < hsubgen(n, h∗, δ)

:= max

(
1

2(n + 3)
(h∗ + log 2),

2(n + 1)

δ
log(n + 1)

)
.(5.7)
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Proof. Let x = [x0 : . . . : xn] ∈ Pn(F ). For 0 ≤ i ≤ q and v ∈ S, write

Λ
(v)
i :=

(n + 1)κ(v)‖L(v)
i ‖v‖x‖u

‖L(v)
i (x)‖v

≥ 1

λ
(v)
i := log Λ

(v)
i ≥ 0.

Put Q = {0, 1, . . . , q}. For each v ∈ S, we reorder the indices in Q, say j0(v), . . . , jq(v),
such that

Λ
(v)
j0(v) ≥ Λ

(v)
j1(v) · · · ≥ Λ

(v)
jq(v).

Let J(v) := {j0(v), . . . , jm(v)}.
Put H∗ := eh∗ . It follows from Lemma 4.1, the m-subgeneral position hypothesis and

the assumption ‖L(v)
i ‖v ≥ 1 that, for each v ∈ S,

(5.8) Λ
(v)
jm(v) = min

j∈J(v)
Λ

(v)
j ≤ D(v)

where

D(v) = (n + 1)
(n+4)κ(v)

2

(
(n + 1)

1
2 H∗

)n+1

.

It follows from (5.8) and our reordering that

(5.9)
∏

j∈Q\J(v)

Λ
(v)
j ≤ D(v)q−m.

We now invoke the properties of the Nochka’s weights ωi ∈ Q ∩ (0, 1] (0 ≤ i ≤ q)
as elucidated by Theorem 2.3. By the properties (i) and (iii) therein, for each v ∈ S
there exists a subset J ′(v) := {j′0(v), j′1(v), . . . , j′n(v)} ⊂ J(v) such that the linear forms

{L(v)
j : j ∈ J ′(v)} are linearly independent over F and that

(5.10)
∏

j∈J(v)

(
Λ

(v)
j

)ωj

≤
∏

j∈J ′(v)

Λ
(v)
j .

It follows from (5.9) and (5.10) that

∏
v∈S

q∏
i=0

(
Λ

(v)
i

)ωi

≤

∏
v∈S

∏
j∈J(v)

(
Λ

(v)
j

)ωi

∏
v∈S

∏
j∈Q\J(v)

Λ
(v)
j


≤

∏
v∈S

∏
j∈J ′(v)

Λ
(v)
j

(∏
v∈S

D(v)

)q−m

.(5.11)

Now suppose further that

h(x) ≥ hsubgen(n, h∗, δ) := hbasic(n, h∗, δ)

= max

(
1

2(n + 3)
(h∗ + log 2),

2(n + 1)

δ
log(n + 1)

)
.



28 HIEU T. NGO AND SI DUC QUANG

On applying Corollary 1.11, we infer that there exist proper linear subspaces T1, . . . , Ttsubgen

of Pn(F ), with

tsubgen := tbasic(n, s, R, δ)

=
(
4e(n + 1)2δ−1

)(n+1)s
1064n+ 7

2 (n + 1)10δ−3 log2

(
24R3

δ

)
,

satisfying the following property. If x ∈ Pn(F )\
⋃tsubgen

j=1 Tj, then

(5.12)
∑
v∈S

∑
j∈J ′(v)

λ
(v)
j < (n + 1 + δ)h(x) + Kbasic

where

Kbasic := s(n + 1)h∗ +
(s

2
+ 1
)

(n + 1) log(n + 1).

Combining (5.11) and (5.12), we deduce that

(5.13)
∑
v∈S

q∑
i=0

ωiλ
(v)
i < (n + 1 + δ)h(x) + K ′

subgen

where

K ′′
subgen := Kbasic + (q −m)

(
s(n + 1)h∗ +

s(n + 1)

2
log(n + 1) +

n + 4

2
log(n + 1)

)
≤ (q −m + 1)

(
s(n + 1)h∗ +

s(n + 1)

2
log(n + 1) + (n + 2) log(n + 1)

)
=: K ′

subgen.

The proposition follows. �

We are in a position to prove the Quantitative Subspace Theorem for hyperplanes in
subgeneral position.

Proof of Theorem 1.16. Let x = [x0 : . . . : xn] ∈ Pn(F ). For 0 ≤ i ≤ q and v ∈ S, write

Λ
(v)
i :=

(n + 1)κ(v)‖Li‖v‖x‖u

‖Li(x)‖v

≥ 1

λ
(v)
i := log Λ

(v)
i ≥ 0.

Put Q = {0, 1, . . . , q}.
We make two observations. First, for 0 ≤ i ≤ q,

(5.14)
∑
v∈S

λ
(v)
i ≤

∑
v∈ΣF

λ
(v)
i ≤ h(x) + h∗ + log(n + 1).

Next, by the properties (i) and (iii) of the Nochka’s weights (Theorem 2.3) we have that

(5.15)

q∑
i=0

(
1− ωi

ω̃

)
= 2m + 1− n− n + 1

ω̃
.
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Now suppose further that

h(x) ≥ hsubgen(n, h∗, δ) = max

(
1

2(n + 3)
(h∗ + log 2),

2(n + 1)

δ
log(n + 1)

)
.

On applying Proposition 5.1 with

L
(v)
i := Li (0 ≤ i ≤ q, v ∈ S),

we infer that there exist proper linear subspaces T1, . . . , Ttsubgen
of Pn(F ) satisfying the

following property. If x ∈ Pn(F )\
⋃tsubgen

j=1 Tj, then

q∑
i=0

∑
v∈S

λ
(v)
i =

q∑
i=0

∑
v∈S

(
1− ωi

ω̃

)
λ

(v)
i +

1

ω̃

q∑
i=0

∑
v∈S

ωiλ
(v)
i

< (2m + 1− n) (h(x) + h∗ + log(n + 1))− n + 1

ω̃
(h∗ + log(n + 1))

+
1

ω̃

(
q∑

i=0

∑
v∈S

ωiλ
(v)
i − (n + 1)h(x)

)

≤
(

2m + 1− n +
δ

ω̃

)
h(x) + (2m + 1− n) (h∗ + log(n + 1))

+
n + 1

ω̃

(
K ′

subgen

n + 1
− h∗ − log(n + 1)

)
.

Since n+1
ω̃
≤ 2m + 1− n, we derive that

q∑
i=0

∑
v∈S

λ
(v)
i <

(
2m + 1− n +

δ

ω̃

)
h(x) +

2m + 1− n

n + 1
K ′

subgen

≤ (2m + 1− n)

(
1 +

δ

n + 1

)
h(x) +

2m + 1− n

n + 1
K ′

subgen.

The theorem is proved. �

6. The Quantitative Subspace Theorem for Non-subdegenerate Families
of Hyperplanes

This section is devoted to the proof of Theorem 1.20. We start with a result on the
valuations of the coefficients in a linear relation.

Lemma 6.1. Let K0, . . . , Kt ∈ F n \ {0} be nonzero vectors which satisfy

t∑
i=0

ciKi = 0 (ci ∈ F )

Let H > 0 be such that H(Ki) ≤ H for all 0 ≤ i ≤ t. Suppose that c0 6= 0 and that
K1, . . . , Kt are F -linearly independent. If v ∈ ΣF , then

(6.1) H−t−1t−
tκ(v)

2 ≤ max1≤i≤t ‖ci‖v

‖c0‖v

≤ H t+1t
tκ(v)

2 .
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Proof. Let 1 ≤ r ≤ t be arbitrary; we want to show that

(6.2) H−t−1t−
tκ(v)

2 ≤ ‖dr‖v ≤ H t+1t
tκ(v)

2 ,

whence deducing (6.1).

For 1 ≤ j ≤ t, put dj = − cj

ct
, so that

K0 =
t∑

j=1

djKj.

For 0 ≤ j ≤ t, write Kj = (a1j, . . . , anj). By hypothesis, there exist

1 ≤ i1 < · · · < it ≤ n

satisfying the following condition. For 0 ≤ j ≤ t, put K ′
j = (ai1j, . . . , aitj) ∈ F t. Then

K ′
1, . . . , K

′
t are F -linearly independent. Furthermore, we have

K ′
0 =

t∑
j=1

djKj.

Without loss of generality, we may assume that ‖K ′
i‖v ≥ 1 for all 0 ≤ i ≤ t, because

otherwise we would just multiply all the Ki by an appropriate scalar in F×. We then
derive (6.2) by combining Cramer’s formula for dr with (2.8) and Lemma 2.2. The lemma
is proved. �

From a minimally dependent set of hyperplanes, one can derive a Schmidt-type inequal-
ity which will be applied recursively for a non-subdegenerate system of hyperplanes.

Lemma 6.2. Let K0, . . . , Kt ∈ F [x0, . . . , xn] be linear forms. Suppose that the set {Ki :
0 ≤ i ≤ t} is minimally dependent over F .

Suppose that for all 0 ≤ i ≤ t and v ∈ S,

(6.3) h∗(Ki) ≤ h∗.

Let 0 < δ < 1. Then there are proper linear subspaces T1, . . . , Ttmindep
of Pn(F ), with

tmindep(t, s, δ) := tgen(t− 1, s, t + 1, δ)

=
(
4et2δ−1

)ts
1064t+ 5

2 t10δ−3 log2

(
24(t + 1)3

δ

)
,(6.4)

satisfying the following property. Every x ∈ Pn(F )\
⋃tmindep

j=1 Tj satisfies either

(6.5)
∑
v∈S

t∑
i=0

log
max1≤j≤t ‖Kj(x)‖v

‖Ki(x)‖v

< (t + 3δ)hPt−1
F

(K1(x) : . . . : Kt(x)) + kmindep,

where

(6.6) kmindep(t, s, h
∗) = s(t + 1)h∗ − κ(S)

(
t

2
+ 1

)
log t,
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or

h(x) < hmindep(t, s, h
∗, δ) := hgen(t− 1, t, s, h∗, δ)

=
2(t + 1)(s + 1)

δ
(log t + h∗) .(6.7)

Consequentially, there is a finite collection of proper linear subspaces of Pn(F ) such that
any x ∈ Pn(F ) outside of the union of these subspaces satisfies

(6.8)
∑
v∈S

t∑
i=0

log
max0≤j≤t ‖Kj(x)‖v

‖Ki(x)‖v

< (t + δ)hPt
F
(K0(x) : . . . : Kt(x)) + O(1).

Proof. We write the linear dependency of the Ki as

c0K0 + c1K1 + · · ·+ ctKt = 0

with ci ∈ F \ {0} for 0 ≤ i ≤ t. On multiplying by a nonzero constant in F if necessary,
we may assume that for all v ∈ S and 0 ≤ i ≤ t, ‖ci‖v ≥ 1.

In Pt−1(F ) with coordinates Y1, . . . , Yt, consider the following system of hyperplanes:

N
(v)
i := ciYi (v ∈ S, 1 ≤ i ≤ t),

N
(v)
0 := c1Y1 + · · ·+ ctYt (v ∈ S).

It is clear that for each v ∈ S, the hyperplanes {N (v)
i : 0 ≤ i ≤ t} are in general position.

By virtue of Corollary 1.14, there are proper linear subspaces U1, . . . , Utmindep
of Pt−1(F ),

with

tmindep(t, s, δ) := tgen(t− 1, s, t + 1, δ)

=
(
4et2δ−1

)ts
1064t+ 5

2 t10δ−3 log2

(
24(t + 1)3

δ

)
,

satisfying the following property. Let x ∈ Pn(F ) be arbitrary and set y = (K1(x) : . . . :

Kt(x)) ∈ Pt−1(F ). If y ∈ Pt−1(F )\
⋃tmindep

j=1 Uj and

h(y) > hgen(t− 1, t, s, h∗, δ)

=
2(t + 1)(s + 1)

δ
(log t + h∗) =: hmindep(t, s, h

∗, δ),

then

(6.9)
∑
v∈S

t∑
i=0

λv(y, N
(v)
i ) < (t + 3δ)hPt−1

F
(y).

We now consider 2 cases. First, if 1 ≤ i ≤ t and v ∈ S, then

λv(y, N
(v)
i ) = log

tκ(v) max1≤j≤t ‖Kj(x)‖v‖ci‖v

‖ciKi(x)‖v

= log
max1≤j≤t ‖Kj(x)‖v

‖Ki(x)‖v

+ κ(v) log t.
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Secondly, for i = 0 and v ∈ S, it follows from Lemma 6.1 that

λv(y, N
(v)
0 ) = log

tκ(v) (max1≤j≤t ‖Kj(x)‖v) (max1≤j≤t ‖cj‖v)

‖
∑t

j=1 cjKj(x)‖v

= log
max1≤j≤t ‖Kj(x)‖v

‖K0(x)‖v

+ log
max1≤j≤t ‖cj‖v

‖c0‖v

+ κ(v) log t

≥ log
max1≤j≤t ‖Kj(x)‖v

‖K0(x)‖v

+ κ(v) log t− (t + 1)h∗ − κ(v)

2
t log t.

Therefore, by (6.9),∑
v∈S

t∑
i=0

log
max1≤j≤t ‖Kj(x)‖v

‖Ki(x)‖v

< (t + 3δ)hPt−1
F

(y) + s(t + 1)h∗ − κ(S)

(
t

2
+ 1

)
log t.

Thus (6.5) follows.

The qualitative statement (6.8) is an immediate consequence of (6.5). �

With the notations as given in the hypotheses of Theorem 1.20, we apply Lemma 2.4
with k = F to obtain subsets I0, I1, . . . , Ip ⊂ {0, 1, . . . , q} satisfying the conditions (i)−(v)
therein. For 0 ≤ r ≤ p, define Jr = ∪r

i=0Ii. Put ur := |Ir| and vr := |Jr| − 1. Then

u0 = 1, v0 = 0, ur ≥ 2 for r ≥ 1,

and

vr =
r∑

i=1

ui (1 ≤ r ≤ p).

By reindexing the linear forms, we can write

I0 = {L0}
Ir = {Lu1+···+ur−1+1, Lu1+···+ur−1+2, . . . , Lu1+···+ur}

= {Lvr−1+1, Lvr−1+2, . . . , Lvr} (1 ≤ r ≤ p).

Furthermore, for each 1 ≤ r ≤ p, there exist ‘linking scalars’

cr,α ∈ F (α ∈
r⋃

i=1

Ii)

such that cr,α 6= 0 when α ∈ Ir and that∑
α∈I0∪I1∪···∪Ir

cr,αLα = 0.

For a subset I ⊆ {0, 1, . . . , q} and x ∈ Pn(F ), we denote

xI = (Li(x) : i ∈ I) ∈ P|I|−1(F )

whenever the right hand side is defined. In particular, xI is defined if the linear forms
(Li : i ∈ I) are linearly independent.
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Lemma 6.3. Let 0 < δ < 1. Suppose that 1 ≤ r ≤ p. Then there are proper linear
subspaces T1, . . . , Ttr of Pn(F ) satisfying the following property. Every x ∈ Pn(F )\

⋃tr
j=1 Tj

satisfies

(6.10)
∑
v∈S

vr∑
j=0

log
max0≤i≤vr ‖Li(x)‖v

‖Lj(x)‖v

< (vr + δ)hPvr (F )(x
Jr) + O(1).

Proof. We proceed by induction. The base case r = 1 is none but Lemma 6.2.

Suppose that the lemma holds for 1 ≤ r ≤ p. If r = p, there is nothing more to prove.
Hence we may assume 1 ≤ r < p and our task is to show that the lemma holds for r + 1
in place of r.

Let Sr denote the left hand side of (6.10). Let ci,α be the ‘linking scalars’ as above. Put

L :=
∑

α∈Ir+1

cr+1,αLα.

By induction hypothesis, there is a finite collection of proper linear subspaces of Pn(F )
outside of which every x ∈ Pn(F ) satisfies

(6.11) Sr =
∑
v∈S
j∈Jr

log
‖xJr‖v

‖Lj(x)‖v

< (vr + δ)hPvr (F )(x
Jr) + O(1).

Also by Lemma 6.2, there is another finite collection of proper linear subspaces of Pn(F )
outside of which every x ∈ Pn(F ) satisfies

(6.12)
∑
v∈S

j∈Ir+1

log
‖xIr+1‖v

‖Lj(x)‖v

+
∑
v∈S

log
‖xIr+1‖v

‖L(x)‖v

< (ur+1 + δ)hPur+1−1(F )(x
Ir+1) + O(1).

Now suppose that x ∈ Pn(F ) is outside of both the finite collections of proper linear
subspaces appearing above. We decompose

Sr+1 =
∑
v∈S
j∈Jr

log
‖xJr‖v

‖Lj(x)‖v

+ (vr + 1)
∑
v∈S

log
‖xJr+1‖v

‖xJr‖v

+
∑
v∈S

j∈Ir+1

log
‖xIr+1‖v

‖Lj(x)‖v

+ ur+1

∑
v∈S

log
‖xJr+1‖v

‖xIr+1‖v

.(6.13)

It follows from (6.11), (6.12) and (6.13) that

Sr+1 < (vr + δ)h(xJr) + (vr + 1)
∑
v∈S

log
‖xJr+1‖v

‖xJr‖v

−
∑
v∈S

log
‖xIr+1‖v

‖L(x)‖v

+ (ur+1 + δ)h(xIr+1) + ur+1

∑
v∈S

log
‖xJr+1‖v

‖xIr+1‖v

+ O(1),(6.14)

the heights being taken in appropriate projective spaces.
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We first observe that

(6.15) (ur+1 + δ)h(xIr+1) + ur+1

∑
v∈S

log
‖xJr+1‖v

‖xIr+1‖v

< (ur+1 + δ)h(xJr+1).

Indeed, the left hand side of (6.15) is

= ur+1

∑
v∈S

‖xJr+1‖v + ur+1

∑
v/∈S

‖xIr+1‖v + δh(xIr+1) < (ur+1 + δ)h(xJr+1).

It follows from (6.14) and (6.15) that

Sr+1 < (vr + δ)h(xJr) + (vr + 1)
∑
v∈S

log
‖xJr+1‖v

‖xJr‖v

−
∑
v∈S

log
‖xIr+1‖v

‖L(x)‖v

+ (ur+1 + δ)h(xJr+1) + O(1).(6.16)

We now claim that

(6.17)
∑
v∈S

log
‖xIr+1‖v

‖L(x)‖v

≥
∑
v∈S

log
‖xJr+1‖v

‖xJr‖v

+ 0(1).

Indeed, one can show (6.17) by dividing S into

S1,x = {v ∈ S : ‖xJr+1‖v = ‖xJr‖v}
and S2,x = S \ S1,x. First, we assume that v ∈ S1,x. Then

log
‖xJr+1‖v

‖xJr‖v

= 0, log
‖xIr+1‖v

‖L(x)‖v

≥ 0(1).

Next, we assume that v ∈ S2,x, deducing that

log
‖xIr+1‖v

‖L(x)‖v

≥ log
‖xIr+1‖v

‖xJr‖v

+ O(1) = log
‖xJr+1‖v

‖xJr‖v

+ O(1).

Combining the two cases, we derive the claim.

By (6.16) and (6.17), we have

(6.18) Sr+1 < (vr+1 + 2δ)h(xJr+1) + O(1).

The induction is complete. �

Proof of Theorem 1.20. Let 0 < δ < 1 be arbitrary. Denote by L̃0 the union of hyper-

planes in L̃. Put J = Jp. Since dimF (Lj : j ∈ J)F = n+1, we have h(x) = h(xJ)+O(1).
By Lemma 6.3, for every x in Pn(F ) outside the union of a finite collection T1 of proper
subspaces, ∑

v∈S

∑
j∈J

λv(x, Lj) =
∑
v∈S

∑
j∈J

log
‖x‖v

‖Lj(x)‖v

+ O(1)

=
∑
v∈S

∑
j∈J

log
‖xJ‖v

‖Lj(x)‖v

+ O(1)

≤ (|J | − 1 + δ)h(xJ) + O(1)

= (|J | − 1 + δ)h(x) + O(1).

(6.19)
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It follows that∑
v∈S

q∑
i=0

λv(x, Li) ≤
∑
v∈S

∑
0≤i≤q
i6∈J

λv(x, Li) + (|J | − 1 + δ)h(x) + O(1)

≤ (q + δ)h(x) + O(1).

Consider an arbitrary subspace W in T1 with dim W = n−1 and W 6⊆ L for every L ∈ L̃.
It is clear that the system of hyperplanes LW = {Li|W , 0 ≤ i ≤ q} is non-subdegenerate

with L̃W = {L|W ; L ∈ L̃} being a conjuntion. By Lemma 6.3, the inequality∑
v∈S

q∑
i=0

λv(x, Li) ≤ (q + δ)h(x) + O(1),

holds for every x ∈ W outside L̃0 and outside the union of a finite collection of proper
subspaces of W of codimension 1. Applying this argument for all such subspaces W , we
infer the inequality ∑

v∈S

q∑
i=0

λv(x, Li) ≤ (q + δ)h(x) + O(1),

for every x ∈ Pn(k) outside L̃0 and outside the union T2 of a finite collection of subspaces
of codimension at least 2 in Pn(F ).

Continuing this process, after n steps, we have that the inequality holds for every
x ∈ Pn(F ) outside L0 and outside the union of finitely many points in Pn(F ). Since the
heights of finite points is bounded above and hence can be absorbed by O(1), we have∑

v∈S

q∑
i=0

λv(x, Li) ≤ (q + δ)h(x) + O(1),

for every x ∈ Pn(F ) outside L0. The theorem is proved. �
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