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#### Abstract

We determine infinitesimal CR automorphisms and stability groups of real hypersurfaces in $\mathbb{C}^{2}$ in the case when the hypersurface is nonminimal and of infinite type at the reference point.


## 1. Introduction and the statement of main Results

The purpose of this article is to describe the spaces of infinitesimal CR automorphisms and stability groups of real hypersurfaces in $\mathbb{C}^{2}$ such that they are nonminimal in the sense of Tumanov [12] and of infinite type at the origin in the sense of D'Angelo [2].

We now introduce some notations which are needed to state our main results. Let $(M, p)$ be the germ at $p$ of a $C^{\infty}$-smooth real hypersurface $M$ in $\mathbb{C}^{n}, n \geqslant 2$. We denote by $\operatorname{Aut}(M)$ the CR automorphism group of $M$. For each $p \in M$, we denote by $\operatorname{Aut}(M, p)$ the set of germs at $p$ of biholomorphisms mapping $M$ into itself and fixing the point $p$. In addition, we denote by $\mathfrak{a u t}(M, p)$ the set of germs of holomorphic vector fields in $\mathbb{C}^{n}$ at $p$ whose real part is tangent to $M$. With this notation, a smooth vector field germ ( $X, P$ ) on $M$ is called an infinitesimal CR automorphism germ at $p$ of $M$ if there exists an element in $\mathfrak{a u t}(M, p)$ such that its real part is equal to $X$ on $M$. We also denote by $\mathfrak{a u t}(M, p)$ the set of all elements $H \in \mathfrak{a u t}(M, p)$ for which $H$ vanishes at $p$.

The study of CR geometry on real hypersurfaces in $\mathbb{C}^{n}$ is relatively well-developed in the case of rigid hypersurfaces (see [7], [8], [11] and the references therein). Here, we say that a $C^{\infty}$-smooth real hypersurface $M$ through the origin in $\mathbb{C}^{n}$ is rigid if there exist coordinates $(z, w) \in \mathbb{C}^{n-1} \times \mathbb{C}$ and a $C^{\infty}$-smooth function $F$ near the origin such that $M$ is given by an equation of the form

$$
\begin{equation*}
\operatorname{Re} w=F(z, \bar{z}) \tag{1}
\end{equation*}
$$

(cf. [1] and [11]). For a certain class of rigid hypersurfaces of finite type in the sense of D'Angelo in $\mathbb{C}^{2}$, we refer the reader to [10] which addresses the existence of infinitesimal CR automorphisms. However, if we move our attention to the case of rigid hypersurfaces of infinite type, then we necessarily encounter more complicated procedure to get such geometric object due to the computational difficulty and the lack of literatures in the setting of infinite type (see [3] and the references therein). As a significant result which has inspired the present paper, Hayashimoto and Ninh [3] investigated an infinite type model $\left(M_{P}^{\prime}, 0\right)$ in $\mathbb{C}^{2}$ which is defined by

$$
\begin{equation*}
M_{P}^{\prime}:=\left\{(z, w) \in \mathbb{C}^{2}: \operatorname{Re} w+P(z)=0\right\}, \tag{2}
\end{equation*}
$$

[^0]where $P$ is a non-zero germ of a real-valued $C^{\infty}$-smooth function at the origin vanishing to infinite order at $z=0$. More precisely, the associated $\operatorname{Aut}\left(M_{P}^{\prime}, 0\right)$, $\mathfrak{a u t}\left(M_{P}^{\prime}, 0\right)$, $\mathfrak{a u t}{ }_{0}\left(M_{P}^{\prime}, 0\right)$ were explicitly described under the variance of the zero set of the function $P$ defined in (2). Furthermore, it follows from the definition that $M_{P}^{\prime}$ given in (2) is a rigid real hypersurface of infinite type.

We now employ the concept of a nonminimal hypersurface (this term is coined in [12]) which has also inspired the present paper. By following the definition in [12], a CR manifold $N$ is minimal at a point $p \in N$ if there are no submanifolds passing through $p$ of smaller dimension but with the same CR dimension. In this sense, one can say that a real hypersurface $N \in \mathbb{C}^{2}$ is nonminimal at a point $p \in N$ if there exists a germ of a complex hypersurface $E$ through $p$ which is contained in $N$ (cf. [4] and [6]). In addition, a germ at the origin of a real hypersurface $(N, 0)$ in $\mathbb{C}^{2}$ is a ruled hypersurface if there exist coordinates $(z, w) \in \mathbb{C}^{2}$ such that $N$ is given by an equation of the form

$$
\operatorname{Im} w=(\operatorname{Re} w) A(z, \bar{z})
$$

where $A(z, \bar{z})$ does not vanish identically (for more details on $A$ in the case when $N$ is a ruled real analytic hypersurface of infinite type, see Eq. (6) and the consecutive arguments in [7, Section 3]). Moreover, a ruled hypersurface is known as a crucial prototype in considering local equivalence problem of nonminimal real analytic hypersurfaces in $\mathbb{C}^{2}$. We further say that a germ at $p$ of a real hypersurface $(N, p)$ in $\mathbb{C}^{2}$ is $m$-nonminimal $(m \geqslant 1)$ at $p$ if there exist local coordinates $(z, w) \in \mathbb{C}^{2}, p$ corresponds to 0 , close by 0 , such that $N$ is given by an equation of the form

$$
\begin{equation*}
\operatorname{Im} w=(\operatorname{Re} w)^{m} \psi(z, \bar{z}, \operatorname{Re} w) \tag{3}
\end{equation*}
$$

where $\psi(z, 0, \operatorname{Re} w)=\psi(0, \bar{z}, \operatorname{Re} w)=0$ and $\psi(z, \bar{z}, 0)$ does not vanish identically (cf. [4] and [8]). In particular, if $(N, p)$ is a germ at $p$ of a real analytic hypersurface which is 1-nonminimal at $p$, then $\operatorname{Aut}(N, p)$ constitutes a finite dimensional Lie group (see [4, Theorem 1]). Moreover, a class of real analytic 1-nonminimal hypersurface in $\mathbb{C}^{2}$ is also meaningful in the sense that such nonminimal condition is related to the degeneration of the Levi form as the natural second-order invariant of a real analytic hypersurface (cf. [4, Introduction]).

In this paper, we first investigate the spaces of infinitesimal CR automorphisms and stability groups of a 1-nonminimal infinite type model $\left(M_{P}, 0\right)$ in $\mathbb{C}^{2}$ which is defined by

$$
\begin{equation*}
M_{P}:=\left\{\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2}: \operatorname{Re} z_{1}+\left(\operatorname{Im} z_{1}\right) P\left(z_{2}\right)=0\right\} \tag{4}
\end{equation*}
$$

where $P$ is a non-zero germ of a real-valued $C^{\infty}$-smooth function at 0 vanishing to infinite order at $z_{2}=0$.

Before stating our main results, we now prepare further notations. For each $r>0$, let us denote by $\triangle_{\epsilon_{0}}$ the complex disk of radius $r$ centred at the origin in $\mathbb{C}$. We also denote by $\triangle_{r}^{*}$ the punctured disk $\triangle_{r} \backslash\{0\}$. For a sufficiently small $\epsilon_{0}>0$ and a $C^{\infty}{ }_{-}$ smooth function $P: \triangle_{\epsilon_{0}} \rightarrow \mathbb{R}$, we denote by $S_{\infty}(P)$ the set of all points $z \in \triangle_{\epsilon_{0}}$ for which $\nu_{z}(P)=+\infty$, where $\nu_{z}(P)$ is the vanishing order of $P(z+\zeta)-P(z)$ at $\zeta=0$. In addition, we denote by $P_{\infty}\left(M_{P}\right)$ the set of all points of infinite type in $M_{P}$. We note that it is not hard to see that

$$
\begin{equation*}
P_{\infty}\left(M_{P}\right)=\left\{\left(i t-t P\left(z_{2}\right), z_{2}\right): t \in \mathbb{R}, z_{2} \in S_{\infty}(P)\right\} \tag{5}
\end{equation*}
$$

(see [3, Remark 1] for the difference with the rigid infinite type model $\left(M_{P}^{\prime}, 0\right)$ defined in Eq. (2)).

We now ready to state our main results. For the case of a 1-nonminimal infinite type model, we have three main theorems in this paper. Theorem 1.1 comes under the case that special conditions on holomorphic vector fields determine the precise form of local defining functions. The other two main theorems explain the converse situation. Such division on the main results is originated in the work of Hayashimoto and Ninh [3]. In what follows, as commented in [3, Introduction], all functions, mappings, hypersurfaces, and so on, will be understood as germs at the reference points unless stated otherwise.

Theorem 1.1. Let $\left(M_{P}, 0\right)$ be a $C^{\infty}$-smooth hypersurface in $\mathbb{C}^{2}$ defined by the equation $\rho(z)=\rho\left(z_{1}, z_{2}\right):=\operatorname{Re} z_{1}+\left(\operatorname{Im} z_{1}\right) P\left(z_{2}\right)=0$, where $P$ is a $C^{\infty}$-smooth function on a neighborhood of the origin in $\mathbb{C}$ satisfying:
(i) The connected component of $z_{2}=0$ in the zero set of $P$ is $\{0\}$;
(ii) $P$ vanishes to infinite order at $z_{2}=0$.

Then any holomorphic vector field vanishing at the origin tangent to $\left(M_{P}, 0\right)$ is either of the form $\alpha z_{1} \partial z_{1}$ for some $\alpha \in \mathbb{R}$, or after a change of variable in $z_{2}$, of the form $\alpha z_{1} \partial z_{1}+i \beta z_{2} \partial z_{2}$ for some $\alpha \in \mathbb{R}$ and $\beta \in \mathbb{R}^{*}$, in which case $M_{P}$ is rotationally symmetric, that is, $P\left(z_{2}\right) \equiv P\left(\left|z_{2}\right|\right)$.
Remark 1.2. The condition $(i)$ in Theorem 1.1 simply shows that the set $\left\{z_{2} \in \mathbb{C}\right.$ : $\left.P\left(z_{2}\right)=0\right\}$ does not contain any curve in $\mathbb{C}$. In contrast to this theorem, Theorem 1.5 below allows the possibility that the curve $\operatorname{Re} z_{2}=0$ is contained in the zero set of $P$. Moreover, the condition (ii) and consideration of the points given in (5) provide a first step for the proof of Theorem 1.1.

Theorem 1.3. Let $\left(M_{P}, 0\right)$ be a $C^{\infty}$-smooth hypersurface in $\mathbb{C}^{2}$ defined by the equation $\rho(z)=\rho\left(z_{1}, z_{2}\right):=\operatorname{Re} z_{1}+\left(\operatorname{Im} z_{1}\right) P\left(z_{2}\right)=0$, where $P$ is a $C^{\infty}$-smooth function on a neighborhood of 0 , vanishing to infinite order at $z_{2}=0$, and satisfying:
(i) $P\left(z_{2}\right) \not \equiv 0$ on a neighborhood of $z_{2}=0$;
(ii) the connected component of 0 in $S_{\infty}(P)$ is $\{0\}$.

Then the following assertions hold:
(a) $\mathfrak{a u t}\left(M_{P}, 0\right)=\mathfrak{a u t}_{0}\left(M_{P}, 0\right)$.
(b) If $\mathfrak{a u t} \mathbf{t}_{0}\left(M_{P}, 0\right)=\left\{\alpha z_{1} \partial z_{1}: \alpha \in \mathbb{R}\right\}$, then

$$
\operatorname{Aut}\left(M_{P}, 0\right)=G_{2}\left(M_{P}, 0\right),
$$

where $G_{2}\left(M_{P}, 0\right)$ is the set of all CR automorphisms of $M_{P}$ defined by

$$
\left(z_{1}, z_{2}\right) \mapsto\left(C z_{1}, g_{2}\left(z_{2}\right)\right)
$$

for some constant $C \in \mathbb{R}^{*}$ and some holomorphic function $g_{2}$ with $g_{2}(0)=0$ and $\left|g_{2}^{\prime}(0)\right|=1$ defined on a neighborhood of the origin in $\mathbb{C}$ satisfying that $P\left(g_{2}\left(z_{2}\right)\right) \equiv P\left(z_{2}\right)$.

Remark 1.4. We note that the connected component of 0 in $P_{\infty}\left(M_{P}\right)$ is $\{(0, i s): s \in \mathbb{R}\}$. This fact is a crucial ingredient in the proof of Theorem 1.3.

In the case when $S_{\infty}(P)$ contains a non-trivial connected component of 0 which contrasts with the condition (ii) of Theorem 1.3, for instance $M_{P}$ is tubular, we obtain the following theorem.

Theorem 1.5. Let $\widetilde{P}$ be a $C^{\infty}$-smooth function defined on a neighborhood of 0 in $\mathbb{C}$ satisfying:
(i) $\widetilde{P}(x) \not \equiv 0$ on a neighborhood of $x=0$ in $\mathbb{R}$;
(ii) the connected component of 0 in $S_{\infty}(\widetilde{P})$ is $\{0\}$.

Denote by $P$ a function defined by setting $P\left(z_{2}\right):=\widetilde{P}\left(\operatorname{Re} z_{2}\right)$ with a further condition that $P\left(z_{2}\right)$ vanishes to infinite order at $z_{2}=0$. Then the following assertions hold:
(a) $\mathfrak{a u t}_{0}\left(M_{P}, 0\right)=\left\{\alpha z_{1} \partial_{z_{1}}: \alpha \in \mathbb{R}\right\}$ and the Lie algebra $\mathfrak{g}=\mathfrak{a u t}\left(M_{P}, 0\right)$ admits the decomposition

$$
\mathfrak{g}=\mathfrak{g}_{1} \oplus \mathfrak{g}_{0}
$$

where $\mathfrak{g}_{1}=\left\{\alpha z_{1} \partial_{z_{1}}: \alpha \in \mathbb{R}\right\}$ and $\mathfrak{g}_{0}=\left\{i \beta \partial_{z_{2}}: \beta \in \mathbb{R}\right\}$.
(b) $\operatorname{Aut}\left(M_{P}, 0\right)$ is either $\left\{\left(z_{1}, z_{2}\right) \mapsto\left(t z_{1}, z_{2}\right): t \in \mathbb{R}^{*}\right\}$ or $\left\{\left(z_{1}, z_{2}\right) \mapsto\left(t z_{1}, \pm z_{2}\right): t \in\right.$ $\left.\mathbb{R}^{*}\right\}$, where the latter case happens only if $P\left(z_{2}\right)=P\left(-z_{2}\right)$.
(c) If $S_{\infty}(\widetilde{P})=\{0\}$, then $\operatorname{Aut}\left(M_{P}\right)$ can be decomposed into either

$$
T^{1}\left(M_{P}\right) \oplus T^{2}\left(M_{P}\right)
$$

or

$$
T^{2}\left(M_{P}\right) \oplus T^{3}\left(M_{P}\right)
$$

where $T^{1}\left(M_{P}\right)=\left\{\left(z_{1}, z_{2}\right) \mapsto\left(s z_{1}, z_{2}\right): s \in \mathbb{R}^{*}\right\}, T^{2}\left(M_{P}\right)=\left\{\left(z_{1}, z_{2}\right) \mapsto\left(z_{1}, z_{2}+\right.\right.$ it) : $t \in \mathbb{R}\}$ and $T^{3}\left(M_{P}\right)=\left\{\left(z_{1}, z_{2}\right) \mapsto\left(s z_{1}, \pm z_{2}\right): s \in \mathbb{R}^{*}\right\}$. The latter case happens only if $P\left(z_{2}\right)=P\left(-z_{2}\right)$.

In addition, we also investigate an analogue of Theorem 1.1 for an $m$-nonminimal infinite type model $\left(M_{P, m}, 0\right)$ with $m>1$ in $\mathbb{C}^{2}$ which is defined by

$$
\begin{equation*}
M_{P, m}:=\left\{\left(z_{1}, z_{2}\right) \in \mathbb{C}^{2}: \operatorname{Im} z_{1}-\left(\operatorname{Re} z_{1}\right)^{m} P\left(z_{2}\right)=0\right\} \tag{6}
\end{equation*}
$$

where $P$ is a non-zero germ of a real-valued $C^{\infty}$-smooth function at the origin, which vanishes to infinite order at $z_{2}=0$. Due to the variance of the choice of the constant $m$ in (6), the procedure to analyze the associated holomorphic vector fields becomes more complicated than that of a 1-nonminimal infinite type model ( $M_{P}, 0$ ) defined above. For the convenience of exposition, we shall proceed the assertion for the case of $\left(M_{P, m}, 0\right)$ with $m>1$ separately in Appendix.

The organization of the paper is described as follows: In Section 2, we provide the proof of Theorem 1.1 for which certain conditions on holomorphic vector fields determine the precise form of local defining functions. As the converse of this situation, we next provide the proofs of Theorem 1.3 and Theorem 1.5 in Section 3. We further present several examples as analogues of those in [3] in Section 4. In addition, an analogue of Theorem 1.1 for an $m$-nonminimal infinite type model ( $M_{P, m}, 0$ ) with $m>1$ will be investigated in Appendix.

## 2. Analysis of holomorphic tangent vector fields

This section is devoted to the proof of our first main result Theorem 1.1. Let us first prepare two crucial technical ingredients for the proof of Theorem 1.1. The following proposition will be treated also in the assertion for an $m$-nonminimal infinite type model ( $M_{P, m}, 0$ ) with $m>1$ in Appendix.

Proposition 2.1 ([3, Lemma 7]). Let $P: \triangle_{\epsilon_{0}} \rightarrow \mathbb{R}$ be a $C^{\infty}$-smooth function satisfying that the connected component of $z=0$ in the zero set of $P$ is $\{0\}$ and that $P$ vanishes to infinite order at $z=0$. If $a, b$ are complex numbers and if $g_{0}, g_{1}, g_{2}$ are $C^{\infty}$-smooth functions defined on $\triangle_{\epsilon_{0}}$ satisfying:
(A1) $g_{0}(z)=O(|z|), g_{1}(z)=O\left(|z|^{\ell}\right)$, and $g_{2}(z)=o\left(|z|^{m}\right)$;
(A2) $\operatorname{Re}\left[\left(a z^{m}+g_{2}(z)\right) P^{n+1}(z)+b z^{\ell}\left(1+g_{0}(z)\right) P_{z}(z)+g_{1}(z) P(z)\right]=0$ on $\triangle_{\epsilon_{0}}$
for any non-negative integers $l, m$ and $n$ except for the following two cases
(E1) $\ell=1$ and $\operatorname{Re} b=0$;
(E2) $m=0$ and $\operatorname{Re} a=0$,
then $a b=0$.
The proof of this proposition proceeds along the similar lines as that of Lemma 3 in [5]. (Notice that $P$ was assumed to be positive on $\triangle_{\epsilon_{0}}^{*}$ in [5].) For the sake of brevity we shall omit routine arguments, except (7) below. The following lemma assures the existence of a modification of Eq. (7) in [5], which is a main ingredient for the proof. For the convenience of the reader, we provide the proof of the following lemma.

Lemma 2.2 ([3, Lemma 8]). Let $P, a, b, g_{0}, g_{1}, g_{2}$ be as in Proposition 2.1. Suppose that for each $t_{0} \in \mathbb{R}, \gamma:\left[t_{0}, t_{\infty}\right) \rightarrow \triangle_{\epsilon_{0}}^{*}$, where $t_{\infty}$ satisfies either $t_{\infty} \in \mathbb{R}$ or $t_{\infty}=+\infty$, is a solution of the initial-value problem

$$
\begin{equation*}
\frac{d \gamma}{d t}(t)=b \gamma^{\ell}(t)\left(1+g_{0}(\gamma(t))\right), \quad \gamma\left(t_{0}\right)=z_{0} \tag{7}
\end{equation*}
$$

where $z_{0} \in \triangle_{\epsilon_{0}}^{*}$ with $P\left(z_{0}\right) \neq 0$, such that $\lim _{t \uparrow \dagger_{\infty}} \gamma(t)=0$. Then $P(\gamma(t)) \neq 0$ for all $t \in\left(t_{0}, t_{\infty}\right)$.

Proof. Aiming for a contradiction, we suppose that $P$ has a zero on the curve $\gamma$. Then since the connected component of $z=0$ in the zero set of $P$ is $\{0\}$, without loss of generality, we may further assume that there exists a $t_{1} \in\left(t_{0}, t_{\infty}\right)$ such that $P(\gamma(t)) \neq 0$ for all $t \in\left(t_{0}, t_{1}\right)$ and $P\left(\gamma\left(t_{1}\right)\right)=0$.

Let $u(t):=\frac{1}{2} \log |P(\gamma(t))|$ for $t_{0}<t<t_{1}$. Then it follows from (7) and (A2) that

$$
u^{\prime}(t)=-P^{n}(t)\left(\operatorname{Re}\left(a \gamma^{m}(t)+o\left(|\gamma(t)|^{m}\right)\right)\right)+O\left(|\gamma(t)|^{\ell}\right)
$$

for all $t_{0}<t<t_{1}$. Combining this with the assumption for the vanishing order of $P$ at $z=0$, one can deduce that $u^{\prime}(t)$ is bounded on $\left(t_{0}, t_{1}\right)$. This after applying the fundamental theorem of ordinary differential equations in turn yields the boundedness of $u(t)$ on $\left(t_{0}, t_{1}\right)$, which is absurd since $u(t) \rightarrow-\infty$ as $t \uparrow t_{1}$. Hence our proof is complete.

Before going further, we shall fix the notations. In what follows, we denote by $\mathbb{N}^{0}$ and $\mathbb{N}^{*}$ the set of all non-negative integers and the set of all positive integers, respectively.
2.1. Proof of Theorem 1.1. The CR hypersurface germ $\left(M_{P}, 0\right)$ at the origin in $\mathbb{C}^{2}$ under consideration is defined by the equation

$$
\rho(z)=\rho\left(z_{1}, z_{2}\right):=\operatorname{Re} z_{1}+\left(\operatorname{Im} z_{1}\right) P\left(z_{2}\right)=0
$$

where $P$ is a $C^{\infty}$-smooth function satisfying the two above conditions ( $i$ ) and (ii). Then we consider a holomorphic vector field $H=h_{1}\left(z_{1}, z_{2}\right) \partial z_{1}+h_{2}\left(z_{1}, z_{2}\right) \partial z_{2}$ defined near the
origin in $\mathbb{C}^{2}$. We focus only on $H$ which is tangent to $M_{P}$. This means that $H$ satisfies the identity

$$
\begin{equation*}
(\operatorname{Re} H) \rho(z)=0, \quad \forall z \in M_{P} \tag{8}
\end{equation*}
$$

Expanding $h_{1}$ and $h_{2}$ into the Taylor series at the origin, we get

$$
\begin{aligned}
& h_{1}\left(z_{1}, z_{2}\right)=\sum_{j, k=0}^{\infty} a_{j, k} z_{1}^{j} z_{2}^{k}=\sum_{j=0}^{\infty} a_{j}\left(z_{2}\right) z_{1}^{j} ; \\
& h_{2}\left(z_{1}, z_{2}\right)=\sum_{j, k=0}^{\infty} b_{j, k} z_{1}^{j} z_{2}^{k}=\sum_{j=0}^{\infty} b_{j}\left(z_{2}\right) z_{1}^{j},
\end{aligned}
$$

where $a_{j, k}, b_{j, k} \in \mathbb{C}$ and $a_{j}, b_{j}$ are holomorphic functions for all $j \in \mathbb{N}^{0}$. We note that

$$
a_{0,0}=b_{0,0}=0
$$

since $h_{1}(0,0)=h_{2}(0,0)=0$. A direct computation shows that

$$
\rho_{z_{1}}\left(z_{1}, z_{2}\right)=\frac{1}{2}+\frac{1}{2 i} P\left(z_{2}\right) ; \quad \rho_{z_{2}}\left(z_{1}, z_{2}\right)=\left(\operatorname{Im} z_{1}\right) P_{z_{2}}\left(z_{2}\right)
$$

and hence (8) can be re-written as

$$
\operatorname{Re}\left[\left(\frac{1}{2}+\frac{1}{2 i} P\left(z_{2}\right)\right) h_{1}\left(z_{1}, z_{2}\right)+\left(\operatorname{Im} z_{1}\right) P_{z_{2}}\left(z_{2}\right) h_{2}\left(z_{1}, z_{2}\right)\right]=0
$$

for all $\left(z_{1}, z_{2}\right) \in M_{P}$.
Since $\left(\right.$ it $\left.-t P\left(z_{2}\right), z_{2}\right) \in M_{P}$ with $t$ small enough, the previous equation again admits a new form
$\operatorname{Re}\left[\left(\frac{1}{2}+\frac{1}{2 i} P\left(z_{2}\right)\right) \sum_{j, k=0}^{\infty} a_{j, k}\left(i t-t P\left(z_{2}\right)\right)^{j} z_{2}^{k}+t P_{z_{2}}\left(z_{2}\right) \sum_{m, n=0}^{\infty} b_{m, n}\left(i t-t P\left(z_{2}\right)\right)^{m} z_{2}^{n}\right]=0$
for all $z_{2} \in \mathbb{C}$ and $t \in \mathbb{R}$ with $z_{2} \in \triangle_{\epsilon_{0}}$ and $|t|<\delta_{0}$, where $\epsilon_{0}, \delta_{0}>0$ are small enough.
Inserting $t=0$ into (9), we have

$$
\begin{equation*}
\operatorname{Re}\left[\left(\frac{1}{2}+\frac{1}{2 i} P\left(z_{2}\right)\right) \sum_{k=0}^{\infty} a_{0, k} z_{2}^{k}\right] \equiv 0 \tag{10}
\end{equation*}
$$

on $\triangle_{\epsilon_{0}}$. Combining this with the assumption that $P$ vanishes to infinite order at $z_{2}=0$, one can assert that

$$
\begin{equation*}
a_{0, k}=0, \quad \forall k \in \mathbb{N}^{*} \tag{11}
\end{equation*}
$$

Moreover, setting the coefficient of $t^{m+1}$ in (9) equals zero for each $m \in \mathbb{N}^{0}$, we obtain

$$
\begin{equation*}
\operatorname{Re}\left[\left(\frac{1+P^{2}\left(z_{2}\right)}{2}\right) \sum_{k=0}^{\infty} i a_{m+1, k}\left(i-P\left(z_{2}\right)\right)^{m} z_{2}^{k}+P_{z_{2}}\left(z_{2}\right) \sum_{n=0}^{\infty} b_{m, n}\left(i-P\left(z_{2}\right)\right)^{m} z_{2}^{n}\right] \equiv 0 \tag{12}
\end{equation*}
$$

for each $m \in \mathbb{N}^{0}$ on $\triangle_{\epsilon_{0}}$. Since both $P\left(z_{2}\right)$ and $P_{z_{2}}\left(z_{2}\right)$ vanish to infinite order at $z_{2}=0$, (12) yields

$$
\begin{equation*}
\operatorname{Re}\left[\sum_{k=0}^{\infty} i^{m+1} a_{m+1, k} z_{2}^{k}\right] \equiv 0 \tag{13}
\end{equation*}
$$

for each $m \in \mathbb{N}^{0}$ on $\triangle_{\epsilon_{0}}$. Then it follows from (11) and (13) that

$$
\begin{equation*}
a_{j, k+1}=0, \forall j, k \in \mathbb{N}^{0} ; \operatorname{Re}\left(i^{\ell} a_{\ell, 0}\right)=0, \forall \ell \in \mathbb{N}^{*} . \tag{14}
\end{equation*}
$$

Considering again the assumption for the vanishing order of $P\left(z_{2}\right)$ at $z_{2}=0$, we indeed have

$$
h_{1}\left(z_{1}, z_{2}\right)=\alpha z_{1}
$$

for some $\alpha \in \mathbb{R}$, if $h_{2}\left(z_{1}, z_{2}\right) \equiv 0$. Therefore, in the remaining of the proof, we always assume that $h_{2} \not \equiv 0$ without loss of generality.

Let $m_{0}$ be the smallest integer such that $b_{m_{0}, n} \neq 0$ for some $n \in \mathbb{N}^{0}$. Then we let $n_{0}$ be the smallest integer such that $b_{m_{0}, n_{0}} \neq 0$. Since $b_{0,0}=0$, it is clear that $m_{0} \geqslant 1$ if $n_{0}=0$. With this setting, (12) and (14) yield

$$
\begin{equation*}
\operatorname{Re}\left[\left(\frac{1+P^{2}\left(z_{2}\right)}{2}\right) i a_{m_{0}+1,0}\left(i-P\left(z_{2}\right)\right)^{m_{0}}+P_{z_{2}}\left(z_{2}\right) \sum_{n=n_{0}}^{\infty} b_{m_{0}, n}\left(i-P\left(z_{2}\right)\right)^{m_{0}} z_{2}^{n}\right] \equiv 0 \tag{15}
\end{equation*}
$$

on $\triangle_{\epsilon_{0}}$. Since $P\left(z_{2}\right)=o\left(\left|z_{2}\right|^{j}\right)$ for any $j \in \mathbb{N}^{*}$, it follows from (15) that

$$
\operatorname{Re}\left[\left(\frac{1+P^{2}\left(z_{2}\right)}{2}\right) i a_{m_{0}+1,0}\left(i-P\left(z_{2}\right)\right)^{m_{0}}+i^{m_{0}} b_{m_{0}, n_{0}}\left(z_{2}^{n_{0}}+o\left(z_{2}^{n_{0}}\right)\right) P_{z_{2}}\left(z_{2}\right)\right] \equiv 0
$$

on $\triangle_{\epsilon_{0}}$.
Now we shall consider the following two cases.
Case 1. $m_{0}=0$. In this case, by [3, Corollary 4], we first obtain $n_{0}=1$ and $b_{0,1}=i \beta$ for some $\beta \in \mathbb{R}^{*}$. Then, by a change of variables (cf. [9, Lemma 1]), we may assume that

$$
b_{0}\left(z_{2}\right)=\sum_{n=0}^{\infty} b_{0, n} z_{2}^{n}=i \beta z_{2} .
$$

Therefore, we get from (15) that

$$
\begin{equation*}
\operatorname{Re}\left[i \beta z_{2} P_{z_{2}}\left(z_{2}\right)\right] \equiv 0 \tag{16}
\end{equation*}
$$

on $\triangle_{\epsilon_{0}}$. This implies that $P\left(z_{2}\right) \equiv P\left(\left|z_{2}\right|\right)$ on $\triangle_{\epsilon_{0}}$.
We now prove that $b_{m}=0$ for every $m \in \mathbb{N}^{*}$. Suppose otherwise. Then there exists the smallest number $m_{1} \in \mathbb{N}^{*}$ such that $b_{m_{1}} \not \equiv 0$. By the same argument as above, we may assume that $b_{m_{1}}\left(z_{2}\right)=i^{1-m_{1}} \beta_{1} z_{2}+o\left(\left|z_{2}\right|\right)$ for some $\beta_{1} \in \mathbb{R}^{*}$ on $\triangle_{\epsilon_{0}}$. Moreover, we indeed have $b_{m_{1}}\left(z_{2}\right)=i^{1-m_{1}} \beta_{1} z_{2}$ for some $\beta_{1} \in \mathbb{R}^{*}$ : suppose otherwise. Then there exist $k_{0} \geqslant 2$ and $c_{k_{0}} \in \mathbb{C}^{*}$ such that

$$
b_{m_{1}}\left(z_{2}\right)=i^{1-m_{1}} \beta_{1} z_{2}+c_{k_{0}} z_{2}^{k_{0}}+o\left(\left|z_{2}\right|^{k_{0}}\right) .
$$

Putting $m=m_{1}$ in (12) and then subtracting the associated modification of (12) from the equation

$$
\begin{equation*}
\operatorname{Re}\left[i \beta_{1} z_{2} P_{z_{2}}\left(z_{2}\right)\right] \equiv 0 \tag{17}
\end{equation*}
$$

on $\triangle_{\epsilon_{0}}$ induced by (16), we obtain on $\triangle_{\epsilon_{0}}$

$$
\operatorname{Re}\left[\left(\frac{1+P^{2}\left(z_{2}\right)}{2}\right) i a_{m_{1}+1,0}\left(i-P\left(z_{2}\right)\right)^{m_{1}}+i^{m_{1}} c_{k_{0}}\left(z_{2}^{k_{0}}+o\left(\left|z_{2}\right|^{k_{0}}\right)\right) P_{z_{2}}\left(z_{2}\right)\right] \equiv 0
$$

on $\triangle_{\epsilon_{0}}$, which contradicts to Proposition 2.1. Hence we have $b_{m_{1}}\left(z_{2}\right)=i^{1-m_{1}} \beta_{1} z_{2}$ for some $\beta_{1} \in \mathbb{R}^{*}$. Substituting this into (12), one gets

$$
\begin{equation*}
\operatorname{Re}\left[\left(\frac{1+P^{2}\left(z_{2}\right)}{2}\right) i a_{m_{1}+1,0}\left(i-P\left(z_{2}\right)\right)^{m_{1}}+i^{1-m_{1}} \beta_{1} z_{2} P_{z_{2}}\left(z_{2}\right)\left(i-P\left(z_{2}\right)\right)^{m_{1}}\right] \equiv 0 \tag{18}
\end{equation*}
$$

on $\triangle_{\epsilon_{0}}$. Subtracting (18) from (17), we have

$$
\operatorname{Re}\left[\left(\frac{1+P^{2}\left(z_{2}\right)}{2}\right) i a_{m_{1}+1,0}\left(i-P\left(z_{2}\right)\right)^{m_{1}}-m_{1} \beta_{1}\left(z_{2}+o\left(\left|z_{2}\right|\right)\right) P_{z_{2}}\left(z_{2}\right) P\left(z_{2}\right)\right] \equiv 0
$$

on $\triangle_{\epsilon_{0}}$, which again contradicts to Proposition 2.1.
Altogether, in this case, we obtain $h_{2}\left(z_{1}, z_{2}\right)=i \beta z_{2}$ and $P\left(z_{2}\right) \equiv P\left(\left|z_{2}\right|\right)$ for some $\beta \in \mathbb{R}^{*}$ on $\triangle_{\epsilon_{0}}$.

Case 2. $m_{0} \geqslant 1$. In this case, by Proposition 2.1, we first obtain $n_{0}=1$ and $b_{m_{0}, 1}=$ $i^{1-m_{0}} \beta z_{2}$ for some $\beta \in \mathbb{R}^{*}$. Then, by a change of variables, we may assume that

$$
b_{m_{0}}\left(z_{2}\right)=\sum_{n=0}^{\infty} b_{m_{0}, n} z_{2}^{n}=i^{1-m_{0}} \beta z_{2}
$$

Therefore, in this case, (15) can be re-written as

$$
\begin{equation*}
\operatorname{Re}\left[\left(\frac{1+P^{2}\left(z_{2}\right)}{2}\right) i a_{m_{0}+1,0}\left(i-P\left(z_{2}\right)\right)^{m_{0}}+i^{1-m_{0}} \beta z_{2} P_{z_{2}}\left(z_{2}\right)\left(i-P\left(z_{2}\right)\right)^{m_{0}}\right] \equiv 0 \tag{19}
\end{equation*}
$$

on $\triangle_{\epsilon_{0}}$.
We now divide the argument into two subcases as follows.
Subcase 2.1. $a_{m_{0}+1,0}=0$. In this subcase, it follows from (19) that

$$
\begin{equation*}
\operatorname{Re}\left[i^{1-m_{0}} \beta z_{2} P_{z_{2}}\left(z_{2}\right)\left(i-P\left(z_{2}\right)\right)^{m_{0}}\right] \equiv 0 \tag{20}
\end{equation*}
$$

on $\triangle_{\epsilon_{0}}$.
Let $r \in\left(0, \epsilon_{0}\right)$ such that $P(r) \neq 0$. Then we let $\gamma:\left[t_{0},+\infty\right) \rightarrow \mathbb{C}$ be a curve such that $\gamma^{\prime}(t)=i^{1-m_{0}} \beta \gamma(t)(i-P(\gamma(t)))^{m_{0}}$ and $\gamma\left(t_{0}\right)=r$. Then setting $u(t)=P(\gamma(t))$, (20) shows that $u^{\prime}(t) \equiv 0$, and hence $u(t) \equiv P(r)$. Therefore, we have

$$
\gamma^{\prime}(t)=a \gamma(t) ; \gamma\left(t_{0}\right)=r,
$$

where $a:=i^{1-m_{0}} \beta(1-P(r))^{m_{0}}$. This yields $\gamma(t)=r \exp \left(a\left(t-t_{0}\right)\right)$. Since $|\gamma(t)|=$ $r \exp \left((\operatorname{Re} a)\left(t-t_{0}\right)\right)$ and $\gamma\left(t_{0}\right)=r \neq 0$, we momentarily assume that $\operatorname{Re} a<0$. Since $0 \leqslant|\gamma(t)|=r \exp \left((\operatorname{Re} a)\left(t-t_{0}\right)\right)$, we get $\gamma(t) \rightarrow 0$ as $t \rightarrow \infty$, and hence $P(r) \equiv P(\gamma(t)) \rightarrow P(0)=0$, which contradicts to our choice of $r \in\left(0, \epsilon_{0}\right)$. In the case when Re $a>0$, one can proceed the same argument as above (by considering a curve $\tilde{\gamma}:\left(-\infty, t_{0}\right] \rightarrow \mathbb{C}$ instead of the above curve $\left.\gamma\right)$.

Subcase 2.2. $a_{m_{0}+1,0} \neq 0$. In this subcase, it follows from (19) that on $\triangle_{\epsilon_{0}}$

$$
\begin{equation*}
\operatorname{Re}\left[i^{1-m_{0}} \beta z_{2} P_{z_{2}}\left(z_{2}\right)\left(i-P\left(z_{2}\right)\right)^{m_{0}}\right] \equiv\left(\delta+\epsilon\left(z_{2}\right)\right) P\left(z_{2}\right), \tag{21}
\end{equation*}
$$

where $\delta:=\operatorname{Re}\left(m_{0} i^{m_{0}} a_{m_{0}+1,0} / 2\right) \in \mathbb{R}^{*}$ and $\epsilon: \triangle_{\epsilon_{0}} \rightarrow \mathbb{R}$ is a smooth function with the condition that $\epsilon\left(z_{2}\right) \rightarrow 0$ as $z_{2} \rightarrow 0$. Without loss of generality, we may assume that $\delta<0$ and $\left|\epsilon\left(z_{2}\right)\right|<|\delta| / 2$ on $\triangle_{\epsilon_{0}}$.

Let $r \in\left(0, \epsilon_{0}\right)$ such that $P(r) \neq 0$. Then we let $\gamma:\left[t_{0},+\infty\right) \rightarrow \mathbb{C}$ such that $\gamma^{\prime}(t)=$ $i^{1-m_{0}} \beta \gamma(t)(i-P(\gamma(t)))^{m_{0}}$ and $\gamma\left(t_{0}\right)=r$. Then setting $u(t)=\log |P(\gamma(t))|,(21)$ shows that $u^{\prime}(t)=\delta+\epsilon(\gamma(t))$. Hence, we get

$$
\begin{equation*}
u(t)-u\left(t_{0}\right)=\delta\left(t-t_{0}\right)+\int_{t_{0}}^{t} \epsilon(\gamma(\tau)) d \tau, \forall t \geqslant t_{0} \tag{22}
\end{equation*}
$$

This implies that $u(t) \rightarrow-\infty$ as $t \rightarrow+\infty$, and hence $\gamma(t) \rightarrow 0$ as $t \rightarrow+\infty$. Moreover, since $\left|\epsilon\left(z_{2}\right)\right|<|\delta| / 2$ on $\triangle_{\epsilon_{0}}$, it follows from (22) that

$$
u(t)<u\left(t_{0}\right)+\frac{\delta}{2}\left(t-t_{0}\right), \forall t>t_{0} .
$$

This inequality yields

$$
|P(\gamma(t))| \lesssim \exp (\delta t / 2), \forall t>t_{0} .
$$

Therefore, $\gamma(t)$ satisfies the following:

$$
\gamma^{\prime}(t)=\gamma(t)(i \beta+g(t))
$$

where $g:\left(t_{0},+\infty\right) \rightarrow \mathbb{C}$ is a smooth function satisfying that $|g(t)| \lesssim \exp (\delta t / 2)$. Then this yields

$$
\gamma(t)=\exp (i \beta t+O(\exp (\delta t / 2)))
$$

hence $\gamma(t) \nrightarrow 0$ as $t \rightarrow+\infty$, which contradicts to the discussion right after (22).
Hence, all the possible cases for the choice of $h_{2}$ are considered.
Now we shall show that $h_{1}$ has the form of

$$
h_{1}\left(z_{1}, z_{2}\right)=\alpha z_{1}, \alpha \in \mathbb{R},
$$

if $P\left(z_{2}\right) \equiv P\left(\left|z_{2}\right|\right)$ and $h_{2}\left(z_{1}, z_{2}\right)=i \beta z_{2}$ for some $\beta \in \mathbb{R}^{*}$. Suppose otherwise. Then there exists $j_{0} \geqslant 2$ such that $h_{1}\left(z_{1}, z_{2}\right)=\alpha z_{1}+a_{j 0,0} z_{1}^{j_{0}}+o\left(\left|z_{1}\right|^{j_{0}}\right)$ with $a_{j_{0}, 0} \neq 0$. Combining (9) with (14), $a_{0,0}=0$, and $P\left(z_{2}\right) \equiv P\left(\left|z_{2}\right|\right)$, we have

$$
\begin{align*}
& \operatorname{Re}\left[\left(\frac{1}{2}+\frac{1}{2 i} P\left(z_{2}\right)\right) \sum_{j=1}^{\infty} a_{j, 0}\left(i t-t P\left(z_{2}\right)\right)^{j}+i t \beta z_{2} P_{z_{2}}\left(z_{2}\right)\right] \\
& \operatorname{Re}\left[\left(\frac{1}{2}+\frac{1}{2 i} P\left(z_{2}\right)\right) \sum_{j=1}^{\infty} a_{j, 0}\left(i t-t P\left(z_{2}\right)\right)^{j}\right]  \tag{23}\\
& =0
\end{align*}
$$

for all $z_{2} \in \mathbb{C}$ and $t \in \mathbb{R}$ with $z_{2} \in \triangle_{\epsilon_{0}}$ and $|t|<\delta_{0}$, where $\epsilon_{0}, \delta_{0}>0$ are small enough. Considering the coefficient of $t^{j}$ in (23), for each $j \in \mathbb{N}^{*}$, we get

$$
\begin{equation*}
\operatorname{Re}\left[\left(\frac{1}{2}+\frac{1}{2 i} P\left(z_{2}\right)\right) a_{j, 0}\left(i-P\left(z_{2}\right)\right)^{j}\right] \equiv 0 \tag{24}
\end{equation*}
$$

on $\triangle_{\epsilon_{0}}$. Then one may regard (24) as an equation with a variable $P\left(z_{2}\right)$. For this reason, considering the coefficient of degree 1 with respect to the variable $P\left(z_{2}\right)$ in (24), we have

$$
\operatorname{Re}\left[-\frac{1}{2}(j-1) i^{j-1} a_{j, 0}\right]=0
$$

for each $j \in \mathbb{N}^{*}$. This conjunction with (14) yields

$$
\operatorname{Re}\left[i a_{1,0}\right]=0 ; a_{s, 0}=0, \forall s \geqslant 2 .
$$

Moreover, we note that if $P$ is rotationally symmetric, then

$$
H:=\alpha z_{1} \frac{\partial}{\partial z_{1}}+i \beta z_{2} \frac{\partial}{\partial z_{2}}
$$

where $\alpha \in \mathbb{R}$ and $\beta \in \mathbb{R}^{*}$, always satisfies the condition (8). Hence we complete the proof.

## 3. Proofs of Theorems 1.3 and 1.5

In this section, we continue the study of a 1-nonminimal infinite type model $\left(M_{P}, 0\right)$. As mentioned above, Theorems 1.3 and 1.5 present the investigation of the associated holomorphic vector fields under certain conditions of local defining functions. For the proofs of these main theorems, we now prepare the following two technical lemmas. For the sake of brevity, we omit the proofs (see [3] for the details of the proofs).

Lemma 3.1 (Lemma 1 in [3]). Let $P: \triangle_{\epsilon_{0}} \rightarrow \mathbb{R}$ be a $C^{\infty}$-smooth function satisfying $\nu_{0}(P)=+\infty$ and $P(z) \neq 0$. Suppose that there exists a conformal map $g$ on $\triangle_{\epsilon_{0}}$ with $g(0)=0$ such that

$$
P(g(z))=(\beta+o(1)) P(z), \quad z \in \triangle_{\epsilon_{0}}
$$

for some $\beta \in \mathbb{R}^{*}$. Then $\left|g^{\prime}(0)\right|=1$.
Lemma 3.2 (Lemma 3 in [3]). Let $P$ be a non-zero $C^{\infty}$-smooth function with $P(0)=0$ and let $g$ be a conformal map satisfying $g(0)=0,\left|g^{\prime}(0)\right|=1$, and $g \neq \mathrm{id}$. If there exists a real number $\delta \in \mathbb{R}^{*}$ such that $P(g(z)) \equiv \delta P(z)$, then $\delta=1$. Moreover, we have either $g^{\prime}(0)=\exp (2 \pi i p / q)(p, q \in \mathbb{Z})$ and $g^{q}=\mathrm{id}$ or $g^{\prime}(0)=\exp (2 \pi i \theta)$ for some $\theta \in \mathbb{R} \backslash \mathbb{Q}$.
3.1. Proof of Theorem 1.3. (a) Let $H=h_{1}\left(z_{1}, z_{2}\right) \partial_{z_{1}}+h_{2}\left(z_{1}, z_{2}\right) \partial_{z_{2}} \in \mathfrak{a u t}\left(M_{P}, 0\right)$ be arbitrary. That is, $H$ is a holomorphic vector field near the origin in $\mathbb{C}^{2}$ such that

$$
(\operatorname{Re} H) \rho(z)=0
$$

for all $z \in M_{P}$. We assume that $\left\{\phi_{t}\right\}_{t \in \mathbb{R}} \subset \operatorname{Aut}\left(M_{P}, 0\right)$ is the associated subgroup generated by $H$. Since $\phi_{t}$ is biholomorphic for every $t \in \mathbb{R}$, the set $\left\{\phi_{t}(0,0): t \in \mathbb{R}\right\}$ is contained in $P_{\infty}\left(M_{P}\right)$. Moreover, since the connected component of 0 in $P_{\infty}\left(M_{P}\right)$ is $\{(i s, 0): s \in \mathbb{R}\}$, one gets $\phi_{t}(0,0) \in\{(i s, 0): s \in \mathbb{R}\}$ for every $t \in \mathbb{R}$. This relation yields

$$
\begin{equation*}
\operatorname{Re} h_{1}(0,0)=h_{2}(0,0)=0 \tag{25}
\end{equation*}
$$

Then we immediately prove the assertion $(a)$, if $\operatorname{Im} h_{1}(0,0)=0$.
For this reason, we shall now consider the case when $\operatorname{Im} h_{1}(0,0) \neq 0$. Expanding the functions $h_{1}$ and $h_{2}$ into the Taylor series at the origin,

$$
\begin{aligned}
& h_{1}\left(z_{1}, z_{2}\right)=\sum_{j, k=0}^{\infty} a_{j, k} z_{1}^{j} z_{2}^{k} \\
& h_{2}\left(z_{1}, z_{2}\right)=\sum_{j, k=0}^{\infty} b_{j, k} z_{1}^{j} z_{2}^{k}
\end{aligned}
$$

where $a_{j, k}, b_{j, k} \in \mathbb{C}$ as in the proof of Theorem 1.1. Since $P\left(z_{2}\right)$ vanishes to infinite order at $z_{2}=0$, Eq. (10) in the proof of Theorem 1.1 yields

$$
\begin{equation*}
\operatorname{Re} a_{0,0}=0 ; a_{0, \ell}=0, \forall \ell \in \mathbb{N}^{*} \tag{26}
\end{equation*}
$$

If $\operatorname{Im} a_{0,0} \neq 0$, then (10) and (26) imply that

$$
\begin{aligned}
\operatorname{Re}\left[\left(\frac{1}{2}+\frac{P\left(z_{2}\right)}{2 i}\right) \sum_{k=0}^{\infty} a_{0, k} z_{2}^{k}\right] & =\operatorname{Re}\left[\left(\frac{1}{2}+\frac{P\left(z_{2}\right)}{2 i}\right) i\left(\operatorname{Im} a_{0,0}\right)\right] \\
& =\frac{\left(\operatorname{Im} a_{0,0}\right)}{2} P\left(z_{2}\right) \\
& \equiv 0
\end{aligned}
$$

on $\triangle_{\epsilon_{0}}$; hence, $P\left(z_{2}\right) \equiv 0$ on $\triangle_{\epsilon_{0}}$ which contradicts to our assumption ( $i$. Combining this fact with (25), we obtain the vanishing property of $H$ at the origin in $\mathbb{C}^{2}$.

In addition, from the definition of $\mathfrak{a u t}_{0}\left(M_{P}, 0\right)$, it is clear that

$$
\mathfrak{a u t}_{0}\left(M_{P}, 0\right) \subset \mathfrak{a u t}\left(M_{P}, 0\right) .
$$

This completes the proof of (a).
(b) We first assume that

$$
\mathfrak{a u t}_{0}\left(M_{P}, 0\right)=\left\{\alpha z_{1} \partial_{z_{1}}: \alpha \in \mathbb{R}\right\} .
$$

Then it follows from the assertion $(a)$ that

$$
\mathfrak{a u t}\left(M_{P}, 0\right)=\left\{\alpha z_{1} \partial_{z_{1}}: \alpha \in \mathbb{R}\right\}
$$

also holds.
Now let us denote by $\left\{T_{t}\right\}_{t \in \mathbb{R}}$ the 1-parameter subgroup generated by $z_{1} \partial z_{1}$, that is,

$$
T_{t}\left(z_{1}, z_{2}\right)=\left(\exp (t) z_{1}, z_{2}\right), t \in \mathbb{R}
$$

For any $f=\left(f_{1}, f_{2}\right) \in \operatorname{Aut}\left(M_{P}, 0\right)$, we define a family $\left\{F_{t}\right\}_{t \in \mathbb{R}}$ of automorphisms by setting

$$
F_{t}:=f \circ T_{-t} \circ f^{-1} .
$$

Then it follows that $\left\{F_{t}\right\}_{t \in \mathbb{R}}$ is a 1-parameter subgroup of $\operatorname{Aut}\left(M_{P}\right)$. Moreover, since $\mathfrak{a u t}\left(M_{P}, 0\right)=\left\{\alpha z_{1} \partial_{z_{1}}: \alpha \in \mathbb{R}\right\}$, the holomorphic vector field $H$ generated by $\left\{F_{t}\right\}_{t \in \mathbb{R}}$ belongs to $\left\{\alpha z_{1} \partial_{z_{1}}: \alpha \in \mathbb{R}\right\}$. This means that there exists a real number $\delta$ such that

$$
H=\delta z_{1} \partial_{z_{1}}
$$

which yields

$$
F_{t}\left(z_{1}, z_{2}\right)=\left(\exp (\delta t) z_{1}, z_{2}\right), t \in \mathbb{R} .
$$

This implies that for $t \in \mathbb{R}$

$$
f=T_{\delta t} \circ f \circ T_{t}
$$

which is equivalent to

$$
\begin{align*}
& f_{1}\left(z_{1}, z_{2}\right)=\exp (\delta t) f_{1}\left(\exp (t) z_{1}, z_{2}\right)  \tag{27}\\
& f_{2}\left(z_{1}, z_{2}\right)=f_{2}\left(\exp (t) z_{1}, z_{2}\right) \tag{28}
\end{align*}
$$

Taking the derivative of both sides of (27) with respect to $t$, we have

$$
0=\delta \exp (\delta t) f_{1}\left(\exp (t) z_{1}, z_{2}\right)+\exp (\delta t) \exp (t) z_{1} \frac{\partial f_{1}\left(\exp (t) z_{1}, z_{2}\right)}{\partial\left(\exp (t) z_{1}\right)}
$$

This relation yields

$$
0=\delta f_{1}\left(z_{1}, z_{2}\right)+z_{1} \frac{\partial f_{1}}{\partial z_{1}}\left(z_{1}, z_{2}\right) ;
$$

hence one can deduce that

$$
f_{1}\left(z_{1}, z_{2}\right)=z_{1}^{-\delta} g_{1}\left(z_{2}\right)
$$

where $g_{1}$ is a holomorphic function on a neighborhood of $z_{2}=0$. Moreover, since $f_{1}$ is a biholomorphism, the constant $\delta$ should be -1 .

Applying the same procedure as above to (28), one can also deduce that

$$
f_{2}\left(z_{1}, z_{2}\right)=g_{2}\left(z_{2}\right),
$$

where $g_{2}$ is a holomorphic function on a neighborhood of $z_{2}=0$ with $g_{2}(0)=0$.
Now we shall determine $f$ more precisely. Since $\left(\right.$ it $\left.-t P\left(z_{2}\right), z_{2}\right) \in M_{P}, t \in \mathbb{R}$, and $M_{P}$ is invariant under $f$, we get

$$
\begin{align*}
0 & =\operatorname{Re}\left(f_{1}\left(i t-t P\left(z_{2}\right), z_{2}\right)\right)+\operatorname{Im}\left(f_{1}\left(i t-t P\left(z_{2}\right), z_{2}\right)\right) P\left(f_{2}\left(i t-t P\left(z_{2}\right), z_{2}\right)\right) \\
& =\operatorname{Re}\left(\left(i t-t P\left(z_{2}\right)\right) g_{1}\left(z_{2}\right)\right)+\operatorname{Im}\left(\left(i t-t P\left(z_{2}\right)\right) g_{1}\left(z_{2}\right)\right) P\left(g_{2}\left(z_{2}\right)\right) . \tag{29}
\end{align*}
$$

Since the case $g_{1} \equiv 0$ contradicts to the fact that $f$ is biholomorphic near the origin, we may assume that $g_{1} \not \equiv 0$. Then (29) implies that

$$
\begin{equation*}
P\left(g_{2}\left(z_{2}\right)\right)=-\frac{\operatorname{Re}\left(g_{1}\left(z_{2}\right)\left(i-P\left(z_{2}\right)\right)\right)}{\operatorname{Im}\left(g_{1}\left(z_{2}\right)\left(i-P\left(z_{2}\right)\right)\right)} \tag{30}
\end{equation*}
$$

Since $P\left(g_{2}\left(z_{2}\right)\right)$ vanishes to infinite order at $z_{2}=0, \operatorname{Re}\left(g_{1}\left(z_{2}\right)\left(i-P\left(z_{2}\right)\right)\right)$ also has the same property at $z_{2}=0$. Moreover, by the same reason, we can further say that $\operatorname{Re}\left(i g_{1}\left(z_{2}\right)\right)$ vanishes to infinite order at $z_{2}=0$. Combining this with the fact that $g_{1}$ is holomorphic near $z_{2}=0$, we obtain

$$
g_{1}\left(z_{2}\right) \equiv \text { a constant } C \in \mathbb{R}^{*}
$$

Therefore, (30) can be re-written as

$$
P\left(g_{2}\left(z_{2}\right)\right)=P\left(z_{2}\right) .
$$

near the origin. Applying Lemma 3.1 to this relation, we also obtain $\left|g_{2}^{\prime}(0)\right|=1$ which finishes the proof of $(b)$.

Altogether, we complete the proof of Theorem 1.3.
3.2. Proof of Theorem 1.5. (a) Let $H=h_{1}\left(z_{1}, z_{2}\right) \partial_{z_{1}}+h_{2}\left(z_{1}, z_{2}\right) \partial_{z_{2}} \in \mathfrak{a u t}_{0}\left(M_{P}, 0\right)$ be arbitrary. That is, $H$ is a holomorphic vector field near the origin such that

$$
H(0)=0 ;(\operatorname{Re} H) \rho(z)=0
$$

for all $z \in M_{P}$. Then we define a holomorphic vector field $\widetilde{H}$ by setting

$$
\widetilde{H}:=H-\alpha z_{1} \partial_{z_{1}}, \alpha \in \mathbb{R} .
$$

Now we expand the functions $h_{1}-\alpha z_{1}$ and $h_{2}$ into the Taylor series at the origin:

$$
\begin{aligned}
h_{1}\left(z_{1}, z_{2}\right)-\alpha z_{1} & =\sum_{j, k=0}^{\infty} a_{j, k} z_{1}^{j} z_{2}^{k} \\
h_{2}\left(z_{1}, z_{2}\right) & =\sum_{j, k=0}^{\infty} b_{j, k} z_{1}^{j} z_{2}^{k},
\end{aligned}
$$

where $a_{j, k}, b_{j, k} \in \mathbb{C}$. Then it follows from $\tilde{H}(0)=0$ that

$$
a_{0,0}=b_{0,0}=0 .
$$

Moreover, since $\left(\right.$ it $\left.-t P\left(z_{2}\right), z_{2}\right) \in M_{P}$ with a small enough $t \in \mathbb{R}$, the tangency condition for $\widetilde{H}$ can be written as

$$
\begin{aligned}
& (\operatorname{Re} \widetilde{H}) \rho(z) \\
& =\operatorname{Re}\left[\left(\frac{1}{2}+\frac{P\left(z_{2}\right)}{2 i}\right) \sum_{j, k=0}^{\infty} a_{j, k}\left(i t-t P\left(z_{2}\right)\right)^{j} z_{2}^{k}+t P_{z_{2}}\left(z_{2}\right) \sum_{m, n=0}^{\infty} b_{m, n}\left(i t-t P\left(z_{2}\right)\right)^{m} z_{2}^{n}\right] \\
& =0
\end{aligned}
$$

for all $z_{2} \in \mathbb{C}$ and $t \in \mathbb{R}$ with $z_{2} \in \triangle_{\epsilon}$ and $|t|<\delta_{0}$, where $\epsilon_{0}, \delta_{0}>0$ are small enough.
Applying the same argument as in the proof of Theorem 1.1, one can obtain the following: for all $m \in \mathbb{N}^{0}$ and $\ell, \ell^{\prime} \in \mathbb{N}^{*}$,

$$
\begin{align*}
& a_{0, m}=0 \\
& \operatorname{Re}\left[\left(\left(\frac{1+P^{2}\left(z_{2}\right)}{2}\right) \sum_{k=0}^{\infty} i a_{m+1, k} z_{2}^{k}+P_{z_{2}}\left(z_{2}\right) \sum_{n=0}^{\infty} b_{m, n} z_{2}^{n}\right)\left(i-P\left(z_{2}\right)\right)^{m}\right]=0 ;  \tag{31}\\
& \operatorname{Re}\left[i^{\ell} a_{\ell, 0}\right]=0 ; \\
& a_{\ell, \ell^{\prime}}=0 .
\end{align*}
$$

With these observations, we note that the coefficients $a_{\ell, 0}, \ell \in \mathbb{N}^{*}$, only can be candidates to be non-zero among all the coefficients $a_{j, k}$.

Now we shall show that $\widetilde{H} \equiv 0$. Aiming for a contradiction, we suppose that $\widetilde{H} \not \equiv 0$. Since $P\left(z_{2}\right)$ and $P_{z_{2}}\left(z_{2}\right)$ vanish to infinite order at $z_{2}=0$, one can see that if $h_{2} \equiv 0$, then the above tangency condition yields $h_{1}\left(z_{1}, z_{2}\right)=\alpha z_{1}, \alpha \in \mathbb{R}$. Therefore, in the remaining of the proof, we focus our attention only on the case when $h_{2} \not \equiv 0$.

We shall divide our argument into the following two cases.
Case 1. $h_{1}\left(z_{1}, z_{2}\right)-\alpha z_{1} \not \equiv 0$. In this case, let $m_{0}$ be the smallest integer such that $b_{m_{0}, n} \neq 0$ for some integer $n$, and then let $n_{0}$ be the smallest integer such that $b_{m_{0}, n_{0}} \neq 0$. Since $h_{2}(0,0)=b_{0,0}=0$, we first observe that $m_{0} \geqslant 1$ if $n_{0}=0$. Since $P\left(z_{2}\right)=o\left(\left|z_{2}\right|^{\ell}\right)$ for any $\ell \in \mathbb{N}^{*}$, (31) yields

$$
\begin{equation*}
\operatorname{Re}\left[\left(\left(\frac{1+P^{2}\left(z_{2}\right)}{2}\right) i a_{m_{0}+1,0}+P_{z_{2}}\left(z_{2}\right) b_{m_{0}, n_{0}}\left(z_{2}^{n_{0}}+o\left(\left|z_{2}\right|^{n_{0}}\right)\right)\right)\left(i-P\left(z_{2}\right)\right)^{m_{0}}\right] \equiv 0 \tag{32}
\end{equation*}
$$

on $\triangle_{\epsilon_{0}}$. Moreover, we remark that $P_{z_{2}}\left(z_{2}\right)=\frac{1}{2} P^{\prime}(x)$, where $x:=\operatorname{Re}\left(z_{2}\right)$. In addition, if $b_{m_{0}, n_{0}} \neq 0$, then we get

$$
\operatorname{Re}\left[P_{z_{2}}\left(z_{2}\right) b_{m_{0}, n_{0}}\left(i-P\left(z_{2}\right)\right)^{m_{0}}\left(z_{2}^{n_{0}}+o\left(\left|z_{2}\right|^{n_{0}}\right)\right)\right] \neq 0
$$

on $\triangle_{\epsilon_{0}}$. Indeed, if $\operatorname{Re}\left[P_{z_{2}}\left(z_{2}\right) b_{m_{0}, n_{0}}\left(i-P\left(z_{2}\right)\right)^{m_{0}}\left(z_{2}^{n_{0}}+o\left(\left|z_{2}\right|^{n_{0}}\right)\right)\right]=0$, then the binomial theorem shows that $b_{m_{0}, n_{0}}=0$ since $\widetilde{P}^{\prime}(x) \neq 0$ near $x=0, P\left(z_{2}\right)$ and $P_{z_{2}}\left(z_{2}\right)$ vanish to infinite order at $z_{2}=0$. This contradicts to the choice of the pair ( $m_{0}, n_{0}$ ) such that $b_{m_{0}, n_{0}} \neq 0$. Then it follows from (32) that

$$
\begin{equation*}
\widetilde{P}^{\prime}(x)=-\frac{\operatorname{Re}\left[\left(\frac{1+P^{2}\left(z_{2}\right)}{2}\right) i\left(i-P\left(z_{2}\right)\right)^{m_{0}} a_{m_{0}+1,0}\right]}{\operatorname{Re}\left[b_{m_{0}, n_{0}}\left(i-P\left(z_{2}\right)\right)^{m_{0}}\left(z_{2}^{n_{0}}+o\left(\left|z_{2}\right|^{n_{0}}\right)\right)\right]}, \tag{33}
\end{equation*}
$$

for all $z_{2}:=x+i y \in \triangle_{\epsilon_{0}}$ satisfying

$$
\widetilde{P}^{\prime}(x) \neq 0 ; \operatorname{Re}\left[b_{m_{0}, n_{0}}\left(i-P\left(z_{2}\right)\right)^{m_{0}}\left(z_{2}^{n_{0}}+o\left(\left|z_{2}\right|^{n_{0}}\right)\right)\right] \neq 0 .
$$

If $n_{0} \geqslant 1$, then the right-hand side of (33) depends on $x$ and $y$; however, the left-hand side of (33) is independent of $y$ which leads to a contradiction.

In addition, if $n_{0}=0$, then (33) yields

$$
\widetilde{P}^{\prime}(x)=-\frac{\operatorname{Re}\left[\left(\frac{1+P^{2}\left(z_{2}\right)}{2}\right) i\left(i-P\left(z_{2}\right)\right)^{m_{0}} a_{m_{0}+1,0}\right]}{\operatorname{Re}\left[b_{m_{0}, n_{0}}\left(i-P\left(z_{2}\right)\right)^{m_{0}}(1+o(1))\right]} \sim \widetilde{P}(x)
$$

near the origin. This implies that $\frac{\tilde{P}^{\prime}(x)}{\widehat{P}(x)}$ becomes a bounded function near the origin. Integrating $\frac{\tilde{P}^{\prime}(x)}{\tilde{P}(x)}$, we get

$$
\widetilde{P}(x)=\widetilde{P}\left(x_{0}\right) \exp \left(\int_{x_{0}}^{x} \frac{\widetilde{P}^{\prime}(t)}{\widetilde{P}(t)} d t\right)
$$

where $x$ and $x_{0}$ are in a neighborhood of the origin. In this case, we obtain $\widetilde{P}(x) \nrightarrow 0$ as $x \rightarrow 0$, which contradicts to our assumption (ii). Hence, in this case, one must have $h_{1}\left(z_{1}, z_{2}\right)-\alpha z_{1} \equiv 0$.
Case 2. $h_{1}\left(z_{1}, z_{2}\right)-\alpha z_{1} \equiv 0$. Let $m_{0}$ and $n_{0}$ be as in Case 1. Since $P\left(z_{2}\right)=o\left(\left|z_{2}\right|^{\ell}\right)$ for any $\ell \in \mathbb{N}^{*}$, (31) implies that

$$
\frac{1}{2} \widetilde{P}^{\prime}(x) \operatorname{Re}\left[b_{m_{0}, n_{0}}\left(i-P\left(z_{2}\right)\right)^{m_{0}}\left(z_{2}^{n_{0}}+o\left(\left|z_{2}\right|^{n_{0}}\right)\right)\right]=0
$$

for all $z_{2}:=x+i y \in \triangle_{\epsilon_{0}}$. Moreover, since $\widetilde{P}^{\prime}(x) \not \equiv 0$ near the origin, we get

$$
\operatorname{Re}\left[b_{m_{0}, n_{0}}\left(i-P\left(z_{2}\right)\right)^{m_{0}}\left(z_{2}^{n_{0}}+o\left(\left|z_{2}\right|^{n_{0}}\right)\right)\right]=0
$$

for all $z_{2} \in \triangle_{\epsilon_{0}}$, which is absurd as we observed in the previous case.
Altogether, one can say that $\mathfrak{a u t}\left(M_{0}, 0\right)=\left\{\alpha z_{1} \partial_{z_{1}}: \alpha \in \mathbb{R}\right\}$.
Now it remains to show that

$$
\mathfrak{a u t}\left(M_{P}, 0\right)=\mathfrak{g}_{1} \oplus \mathfrak{g}_{0},
$$

where $\mathfrak{g}_{1}=\left\{\alpha z_{1} \partial_{z_{1}}: \alpha \in \mathbb{R}\right\}$ and $\mathfrak{g}_{0}=\left\{i \beta \partial_{z_{2}}: \beta \in \mathbb{R}\right\}$.
In what follows, by abuse of notation, let $H=h_{1}\left(z_{1}, z_{2}\right) \partial_{z_{1}}+h_{2}\left(z_{1}, z_{2}\right) \partial_{z_{2}}$ stand for an arbitrary element of $\mathfrak{a u t}\left(M_{P}, 0\right)$ and then let $\left\{\phi_{t}\right\}_{t \in \mathbb{R}} \subset \operatorname{Aut}\left(M_{P}\right)$ be the 1-parameter subgroup generated by the vector field $H$. Since $\phi_{t}$ is biholomorphic for every $t \in \mathbb{R}$, the set $\left\{\phi_{t}(0,0): t \in \mathbb{R}\right\}$ is contained in $P_{\infty}\left(M_{P}\right)$.

Furthermore, since the connected component of 0 in $S_{\infty}(\widetilde{P})$ is $\{0\}$, one can deduce that the connected component of 0 in $P_{\infty}\left(M_{P}\right)$ is $\{(0, i s): s \in \mathbb{R}\}$. Therefore, we have

$$
\phi_{t}(0,0) \subset\{(0, i s): s \in \mathbb{R}\} .
$$

This yields

$$
\operatorname{Re} h_{2}(0,0)=h_{1}(0,0)=0
$$

Hence, the holomorphic vector field

$$
H\left(z_{1}, z_{2}\right)-i \beta \partial_{z_{2}},
$$

where $\beta:=\operatorname{Im} h_{2}(0,0)$, belongs to $\mathfrak{a u t} t_{0}\left(M_{P}, 0\right)$. This ends the proof of the assertion $(a)$. (b) By $(a)$, we see that $\mathfrak{a u t}\left(M_{P}, 0\right)=\mathfrak{g}_{1} \oplus \mathfrak{g}_{0}$, that is, $z_{1} \partial_{z_{1}}$ and $i \partial_{z_{2}}$ generate $\mathfrak{a u t}\left(M_{P}, 0\right)$.

Now let us denote by $\left\{T_{t}^{1}\right\}_{t \in \mathbb{R}}$ and $\left\{T_{t}^{2}\right\}_{t \in \mathbb{R}}$ the 1-parameter subgroups generated by $z_{1} \partial_{z_{1}}$ and $i \partial_{z_{2}}$ respectively, that is,

$$
T_{t}^{1}=\left(\exp (t) z_{1}, z_{2}\right) ; T_{t}^{2}\left(z_{1}, z_{2}\right)=\left(z_{1}, z_{2}+i t\right)
$$

for $t \in \mathbb{R}$. For any $f=\left(f_{1}, f_{2}\right) \in \operatorname{Aut}\left(M_{P}, 0\right)$, we define families $\left\{F_{t}^{j}\right\}_{t \in \mathbb{R}}$ of automorphisms by setting

$$
F_{t}^{j}:=f \circ T_{-t}^{j} \circ f^{-1} \quad(j=1,2) .
$$

Then it follows that $\left\{F_{t}^{j}\right\}_{t \mathbb{R}}, j=1,2$, are 1-parameter subgroups of $\operatorname{Aut}\left(M_{P}\right)$.
Moreover, since $\mathfrak{a u t}\left(M_{P}, 0\right)=\mathfrak{g}_{1} \oplus \mathfrak{g}_{0}$, each holomorphic vector field $H^{j}$ generated by $\left\{F_{t}^{j}\right\}_{t \in \mathbb{R}}(j=1,2)$, surely belongs to $\mathfrak{g}_{1} \oplus \mathfrak{g}_{0}$. This means that there exist real numbers $\delta_{1}^{j}, \delta_{2}^{j}, j=1,2$, such that

$$
H^{j}=\delta_{1}^{j} z_{1} \partial_{z_{1}}+i \delta_{2}^{j} \partial_{z_{2}} \quad(j=1,2)
$$

which yields

$$
F_{t}^{j}\left(z_{1}, z_{2}\right)=\left(\exp \left(\delta_{1}^{j} t\right) z_{1}, z_{2}+i \delta_{2}^{j} t\right)=T_{\delta_{1}^{j} t}^{1} \circ T_{\delta_{2}^{j} t}^{2}\left(z_{1}, z_{2}\right)
$$

for $j=1,2$ and $t \in \mathbb{R}$. This implies that

$$
f=T_{\delta_{1}^{j} t}^{1} \circ T_{\delta_{2}^{j} t}^{2} \circ f \circ T_{t}^{j} \quad(j=1,2),
$$

which is equivalent to

$$
\begin{align*}
f_{1}\left(z_{1}, z_{2}\right) & =\exp \left(\delta_{1}^{1} t\right) f_{1}\left(\exp (t) z_{1}, z_{2}\right) ;  \tag{34}\\
f_{2}\left(z_{1}, z_{2}\right) & =f_{2}\left(\exp (t) z_{1}, z_{2}\right)+i \delta_{2}^{1} t  \tag{35}\\
f_{1}\left(z_{1}, z_{2}\right) & =\exp \left(\delta_{1}^{2} t\right) f_{1}\left(z_{1}, z_{2}+i t\right)  \tag{36}\\
f_{2}\left(z_{1}, z_{2}\right) & =f_{2}\left(z_{1}, z_{2}+i t\right)+i \delta_{2}^{2} t \tag{37}
\end{align*}
$$

Taking the derivative of both sides of (34) with respect to $t$, we have

$$
0=\delta_{1}^{1} \exp \left(\delta_{1}^{1} t\right) f_{1}\left(\exp (t) z_{1}, z_{2}\right)+\exp \left(\delta_{1}^{1} t\right) \exp (t) z_{1} \frac{\partial f_{1}\left(\exp (t) z_{1}, z_{2}\right)}{\partial\left(\exp (t) z_{1}\right)}
$$

This implies that $0=\delta_{1}^{1} f_{1}\left(z_{1}, z_{2}\right)+z_{1} \frac{\partial f_{1}}{\partial z_{1}}\left(z_{1}, z_{2}\right)$; hence, one gets

$$
\begin{equation*}
f_{1}\left(z_{1}, z_{2}\right)=z_{1}^{-\delta_{1}^{1}} g_{1}\left(z_{2}\right) \tag{38}
\end{equation*}
$$

where $g_{1}$ is a holomorphic function on a neighborhood of $z_{2}=0$. Moreover, since $f_{1}$ is a biholomorphism, $\delta_{1}^{1}$ should be -1 .

Now we apply the same procedure as above to (36). Then we first get

$$
0=\delta_{1}^{2} \exp \left(\delta_{1}^{2} t\right) f_{1}\left(z_{1}, z_{2}+i t\right)+\exp \left(\delta_{1}^{2} t\right) i \frac{\partial f_{1}\left(z_{1}, z_{2}+i t\right)}{\partial\left(z_{2}+i t\right)}
$$

which yields

$$
\begin{equation*}
0=\delta_{1}^{2} f_{1}\left(z_{1}, z_{2}\right)+i \frac{\partial f_{1}}{\partial z_{2}}\left(z_{1}, z_{2}\right) \tag{39}
\end{equation*}
$$

Substituting (38) into (39), we obtain

$$
\begin{equation*}
0=\delta_{1}^{2} z_{1} g_{1}\left(z_{2}\right)+i z_{1} \frac{d g_{1}}{d z_{2}}\left(z_{2}\right) \tag{40}
\end{equation*}
$$

Then (40) tells us that $g_{1}$ has a form

$$
g_{1}\left(z_{2}\right)=C_{1} \exp \left(i \delta_{1}^{2} z_{2}\right)
$$

where $C_{1}$ is a constant which will be determined more precisely later on.
Next, applying the same argument as above to (35) and (37) again, one can deduce that

$$
\begin{align*}
& 0=z_{1} \frac{\partial f_{2}}{\partial z_{1}}\left(z_{1}, z_{2}\right)+i \delta_{2}^{1}  \tag{41}\\
& 0=i \frac{\partial f_{2}}{\partial z_{2}}\left(z_{1}, z_{2}\right)+i \delta_{2}^{2} \tag{42}
\end{align*}
$$

It follows from (42) that

$$
\begin{equation*}
f_{2}\left(z_{1}, z_{2}\right)=-\delta_{2}^{2} z_{2}+h_{1}\left(z_{1}\right) \tag{43}
\end{equation*}
$$

where $h_{1}$ is a holomorphic function on a neighborhood of $z_{1}=0$, fixing the origin. Substituting (43) into (41), we get

$$
0=z_{1} \frac{d h_{1}}{d z_{1}}\left(z_{1}\right)+i \delta_{2}^{1}
$$

This clearly forces that $h_{1}$ should be identically zero since $h_{1}$ is a biholomorphism fixing the origin in $\mathbb{C}$; hence $0=z_{1} \frac{d h_{1}}{d z_{1}}\left(z_{1}\right)+i \delta_{2}^{1}=i \delta_{2}^{1}$. Therefore, we obtain

$$
f_{2}\left(z_{1}, z_{2}\right)=-\delta_{2}^{2} z_{2}
$$

Altogether, we have

$$
f\left(z_{1}, z_{2}\right)=\left(C_{1} z_{1} \exp \left(i \delta_{1}^{2} z_{2}\right),-\delta_{2}^{2} z_{2}\right) .
$$

Now we shall determine $f$ more precisely. Since $M_{P}$ is invariant under $f$, one can deduce that

$$
\begin{align*}
0 & =\operatorname{Re}\left(f_{1}\left(i t-t P\left(z_{2}\right), z_{2}\right)\right)+\operatorname{Im}\left(\left(i t-t P\left(z_{2}\right)\right) g_{1}\left(z_{2}\right)\right) P\left(f_{2}\left(i t-t P\left(z_{2}\right), z_{2}\right)\right) \\
& =\operatorname{Re}\left(\left(i t-t P\left(z_{2}\right)\right) g_{1}\left(z_{2}\right)\right)+\operatorname{Im}\left(\left(i t-t P\left(z_{2}\right)\right) g_{1}\left(z_{2}\right)\right) P\left(-\delta_{2}^{2} z_{2}\right) \tag{44}
\end{align*}
$$

for sufficiently small $\left|z_{2}\right|, t \in \mathbb{R}$. Since the case $g_{1} \equiv 0$ contradicts to the fact that $f$ is biholomorphic near the origin, we may assume that $g_{1} \not \equiv 0$; hence (44) implies that

$$
\begin{equation*}
P\left(-\delta_{2}^{2} z_{2}\right)=-\frac{\operatorname{Re}\left(\left(i-P\left(z_{2}\right)\right) g_{1}\left(z_{2}\right)\right)}{\operatorname{Im}\left(\left(i-P\left(z_{2}\right)\right) g_{1}\left(z_{2}\right)\right)} . \tag{45}
\end{equation*}
$$

Since $P\left(-\delta_{2}^{2} z_{2}\right)$ vanishes to infinite order at $z_{2}=0, \operatorname{Re}\left(\left(i-P\left(z_{2}\right)\right) g_{1}\left(z_{2}\right)\right)$ also has the same property at $z_{2}=0$. In addition, since $P\left(z_{2}\right)$ vanishes to infinite order at $z_{2}=0$, one can further say that $\operatorname{Re}\left(i g_{1}\left(z_{2}\right)\right)$ vanishes to infinite order at $z_{2}=0$. Combining this with the fact that $g_{1}$ is holomorphic near $z_{2}=0$, we obtain

$$
g_{1}\left(z_{2}\right)=\text { a constant } C \in \mathbb{R}^{*} .
$$

Note that this yields the constants

$$
C=C_{1} ; \delta_{1}^{2}=0
$$

Therefore, (45) can be re-written as

$$
P\left(-\delta_{2}^{2} z_{2}\right)=P\left(z_{2}\right) .
$$

Then it follows from Lemma 3.1 that $\left|\delta_{2}^{2}\right|=1$. Thus, since $\delta_{2}^{2}$ was chosen in $\mathbb{R}$, the only two cases appeared in the statement of this theorem can occur as desired.
(c) Now let $f \in \operatorname{Aut}\left(M_{P}\right)$ be arbitrary. Then $f(0,0)$ is of infinite type. It follows from the assumption $S_{\infty}(\widetilde{P})=\{0\}$ that $P_{\infty}\left(M_{P}\right)=\{(0, i s): s \in \mathbb{R}\}$. Therefore, we get

$$
f(0,0)=\left(0, i s_{0}\right) \text { for some } s_{0} \in \mathbb{R}
$$

Combining this with the assertion (b), one can deduce that

$$
T_{-s_{0}}^{2} \circ f \in \operatorname{Aut}\left(M_{P}, 0\right)
$$

where $T_{-s_{0}}^{2}$ and $\operatorname{Aut}\left(M_{P}, 0\right)$ are explicitly described in the proof of $(b)$. This completes the proof of $(c)$.

Altogether, we finish the proof of Theorem 1.5.

## 4. EXAMPLES

In this section, we shall investigate several examples as analogues of those in $[3$, Section 6].

Example 4.1. Consider the model $M_{P_{1}}$, where $P_{1}$ is defined by setting

$$
P_{1}(z):=\left\{\begin{aligned}
\exp \left(-1 /|z|^{a}\right) & \text { if } z \neq 0 \\
0 & \text { if } z=0
\end{aligned}\right.
$$

where $a>0$. Then it is easily seen that $S_{\infty}\left(P_{1}\right)=\{0\}$. Since $P_{1} \not \equiv 0$ near the origin in $\mathbb{C}$ and $P_{1}$ is rotationally symmetric, Theorem 1.1 and Theorem 1.3 (a) show that

$$
\mathfrak{a u t}\left(M_{P_{1}}, 0\right)=\mathfrak{a u t} \mathfrak{t}_{0}\left(M_{P_{1}}, 0\right)=\left\{\alpha z_{1} \partial_{z_{1}}+i \beta z_{2} \partial_{z_{2}}: \alpha, \beta \in \mathbb{R}\right\}
$$

In addition, we obtain

$$
\operatorname{Aut}\left(M_{P_{1}}, 0\right)=\left\{\left(z_{1}, z_{2}\right) \mapsto\left(s z_{1}, \exp (i t) z_{2}\right): s \in \mathbb{R}^{*}, t \in \mathbb{R}\right\}
$$

which is clear from Theorem $1.3(b)$.
Example 4.2. Consider the model $M_{P_{2}}$, where $P_{2}$ is defined by setting

$$
P_{2}(z):=\left\{\begin{aligned}
\exp \left(-1 /|z|^{a}+\operatorname{Re} z\right) & \text { if } z \neq 0 \\
0 & \text { if } z=0
\end{aligned}\right.
$$

where $a>0$.
In this case we first observe that, by definition, $S_{\infty}\left(P_{2}\right)=\{0\}$. In contrast with the previous example, $P_{2}$ is not rotationally symmetric, but $P_{2}$ is also not identically zero near the origin in $\mathbb{C}$. Then Theorem 1.1 and Theorem $1.3(a)$ imply that

$$
\mathfrak{a u t}\left(M_{P_{2}}, 0\right)=\mathfrak{a u t} \mathfrak{t}_{0}\left(M_{P_{2}}, 0\right)=\left\{\alpha z_{1} \partial_{z_{1}}: \alpha \in \mathbb{R}\right\} .
$$

In addition, it follows from Theorem $1.3(b)$ that

$$
\operatorname{Aut}\left(M_{P_{2}}, 0\right)=G_{2}\left(M_{P_{2}}, 0\right)
$$

Example 4.3. Consider the model $M_{P_{3}}$, where $P_{3}$ is defined by setting

$$
P_{3}(z):=\left\{\begin{aligned}
\exp \left(-1 /|\operatorname{Re} z|^{a}\right) & \text { if } \operatorname{Re} z \neq 0, \\
0 & \text { if } \operatorname{Re} z=0,
\end{aligned}\right.
$$

where $a>0$. Let us define a function $\widetilde{P}(z)$ by setting

$$
\widetilde{P}(z):=P_{1}(z)
$$

where $P_{1}$ is given in the above Example 4.1. Then it is easy to check that $\widetilde{P}$ satisfies the conditions (i) and (ii) in Theorem 1.5, and $P_{3}(z)=\widetilde{P}(\operatorname{Re} z)$. Combining the discussion in Example 4.1 with Theorem 1.5, one can see that

$$
\begin{aligned}
\mathfrak{a u t}_{0}\left(M_{P_{3}}, 0\right) & =\left\{\alpha z_{1} \partial_{z_{1}}: \alpha \in \mathbb{R}\right\} ; \\
\mathfrak{a u t}\left(M_{P_{3}}, 0\right) & =\left\{\alpha z_{1} \partial_{z_{1}}+i \beta \partial_{z_{2}}: \alpha, \beta \in \mathbb{R}\right\} ; \\
\operatorname{Aut}\left(M_{P_{3}}, 0\right) & =\left\{\left(z_{1}, z_{2}\right) \mapsto\left(s z_{1}, \pm z_{2}\right): s \in \mathbb{R}^{*}\right\} ; \\
\operatorname{Aut}\left(M_{P_{3}}\right) & =\left\{\left(z_{1}, z_{2}\right) \mapsto\left(s z_{1}, \pm z_{2}+i t\right): s \in \mathbb{R}^{*}, t \in \mathbb{R}\right\} .
\end{aligned}
$$

## Appendix

In this Appendix, we shall describe an analogue of Theorem 1.1 for m-nonminimal infinite type models with $m>1$ in $\mathbb{C}^{2}$. Let us consider a $C^{\infty}$-smooth hypersurface $\left(M_{P, m}, 0\right)$ with $m>1$ in $\mathbb{C}^{2}$ defined by

$$
M_{P, m}:=\left\{(w, z) \in \mathbb{C}^{2}: \rho(w, z):=\operatorname{Im} w-(\operatorname{Re} w)^{m} P(z)=0\right\}
$$

where $P(z)$ is a non-zero germ of a real-valued $C^{\infty}$-smooth function at the origin, which vanishes to infinite order at $z=0$.

Let $H=h_{1}(w, z) \partial_{w}+h_{2}(w, z) \partial_{z} \in \mathfrak{a u t}_{0}\left(M_{P, m}, 0\right)$ be arbitrary. That is, $H$ is a holomorphic vector field near the origin in $\mathbb{C}^{2}$ such that

$$
(\operatorname{Re} H) \rho(w, z)=0 ; H(0)=0
$$

for all $(w, z) \in M_{P, m}$. Expanding the functions $h_{1}$ and $h_{2}$ into the Taylor series at the origin,

$$
\begin{aligned}
& h_{1}(w, z)=\sum_{j, k=0}^{\infty} a_{j, k} w^{j} z^{k} \\
& h_{2}(w, z)=\sum_{\ell, n=0}^{\infty} b_{\ell, n} w^{\ell} z^{n}
\end{aligned}
$$

where $a_{j, k}, b_{\ell, n} \in \mathbb{C}$.
Since $\left(t+i t^{m} P(z), z\right) \in M_{P, m}$ with $t$ small enough, the above tangency condition admits the following form:

$$
\begin{align*}
& \operatorname{Re}\left[\left(\frac{1}{2 i}-\frac{m t^{m-1} P(z)}{2}\right) \sum_{j, k=0}^{\infty} a_{j, k}\left(t+i t^{m} P(z)\right)^{j} z^{k}-t^{m} P_{z}(z) \sum_{\ell, n=0}^{\infty} b_{\ell, n}\left(t+i t^{m} P(z)\right)^{\ell} z^{n}\right]  \tag{46}\\
& \equiv 0
\end{align*}
$$

for all $z \in \mathbb{C}$ and $t \in \mathbb{R}$ with $z_{2} \in \triangle_{\epsilon_{0}}$ and $|t|<\delta_{0}$, where $\epsilon_{0}, \delta_{0}>0$ are sufficiently small. Since $P(z)$ and $P_{z}(z)$ vanish to infinite order at $z=0$, it follows from (46) that

$$
\left\{\begin{align*}
a_{0,0} & =0  \tag{47}\\
\operatorname{Im} a_{s, 0} & =0, \forall s \in \mathbb{N}^{*} \\
a_{s^{\prime}, \ell^{\prime}+1} & =0, \forall s^{\prime}, \ell^{\prime} \in \mathbb{N}^{0} .
\end{align*}\right.
$$

Then (46) can be re-written as

$$
\begin{align*}
& \operatorname{Re}\left[\frac{1}{2} P(z) \sum_{j=0}^{\infty}(j-m) a_{j, 0} t^{m+j-1}-P_{z}(z) \sum_{\ell, n=0}^{\infty} b_{\ell, n} z^{n} t^{m+\ell}\right. \\
& \left.\quad-i P(z) P_{z}(z) \sum_{\ell^{\prime}=1}^{\infty} \sum_{n=0}^{\infty} \ell^{\prime} b_{\ell^{\prime}, n} z^{n} t^{2 m+\ell^{\prime}-1}+o(|P(z)|)\right]  \tag{48}\\
& \equiv 0
\end{align*}
$$

for all $z \in \triangle_{\epsilon_{0}}$ and $t \in \mathbb{R}$ sufficiently small.
If $h_{2} \equiv 0$, then after considering the coefficient of $t^{m+j-1}$ for each $0 \leqslant j \leqslant \infty$ in (48), one can deduce that $a_{j, 0}=0$ for all $j \neq m$. Then we obtain

$$
H=a_{m, 0} w^{m} \partial_{w} .
$$

Let us denote by $\{\varphi(t)\}_{t \in \mathbb{R}}:=\left\{\left(\varphi^{1}(t), \varphi^{2}(t)\right)\right\}_{t \in \mathbb{R}} \subset \operatorname{Aut}\left(M_{P, m}, 0\right)$ the 1-parameter subgroup generated by $w^{m} \partial_{w}$, that is, for $t \in \mathbb{R}$

$$
\frac{d \varphi^{1}}{d t}(t)=\left(\varphi^{1}(t)\right)^{m} ; \frac{d \varphi^{2}}{d t}(t)=0
$$

with $\left(\varphi^{1}(0), \varphi^{2}(0)\right)=(w, z) \in M_{P, m}$. On the other hand, since $m>1$, the solution $\varphi(t)$ of this initial value problem is not invertible, hence $\{\varphi(t)\}_{t \in \mathbb{R}} \notin \operatorname{Aut}\left(M_{P, m}, 0\right)$ which leads to a contradiction. Hence, if $h_{2} \equiv 0$, then we must have $h_{1} \equiv 0$. For this reason, in the remaining of the proof, we always assume that $h_{2} \not \equiv 0$ without loss of generality.

Let $m_{0}$ be the smallest integer such that $b_{m_{0}, n} \neq 0$ for some $n \in \mathbb{N}^{0}$. Then we let $n_{0}$ be the smallest integer such that $b_{m_{0}, n_{0}} \neq 0$. Since $b_{0,0}=0$, it is clear that $m_{0} \geqslant 1$ if $n_{0}=0$. We shall divide the argument into the following three cases.
Case 1. $0 \leqslant m_{0}<m-1$. Considering the coefficient of $t^{m+m_{0}}$ in (48), we get

$$
\begin{equation*}
\operatorname{Re}\left[\frac{1}{2} P(z)\left(m_{0}+1-m\right) a_{m_{0}+1,0}-P_{z}(z) \sum_{n=0}^{\infty} b_{m_{0}, n} z^{n}\right] \equiv 0 \tag{49}
\end{equation*}
$$

on $\triangle_{\epsilon_{0}}$. In this case, by Proposition 2.1, we obtain $n_{0}=1$ and $b_{m_{0}, 1}=i \beta$ for some $\beta \in \mathbb{R}^{*}$. Then, by a change of variables (cf. [9, Lemma 1]), we may assume that

$$
b_{m_{0}}(z):=\sum_{n=0}^{\infty} b_{m_{0}, n} z^{n}=i \beta z .
$$

Let $r \in\left(0, \epsilon_{0}\right)$ be an arbitrary number such that $P(r) \neq 0$ and then let $v(t):=$ $P(r \exp (i t))$ for all $t \in \mathbb{R}$. Combining these relations with the above condition (49), one gets

$$
\frac{v^{\prime}(t)}{v(t)}=\left(m_{0}+1-m\right) \frac{a_{m_{0}+1,0}}{\beta}
$$

Integrating this, we obtain

$$
v(t)=v(0) \exp \left(\left(m_{0}+1-m\right) \frac{a_{m_{0}+1,0}}{\beta} t\right)
$$

for all $t \in \mathbb{R}$. Here, without loss of generality, we may take $\frac{a_{m_{0}+1,0}}{\beta}$ as a positive number. Then as $t \rightarrow+\infty$, we get $v(t) \rightarrow 0$ and hence $P(r \exp (i t)) \rightarrow P(0)=0$, which contradicts to our choice of $r \in\left(0, \epsilon_{0}\right)$ (consider the associated limit of $v(t)$ as $t \rightarrow-\infty$ if $\frac{a_{m_{0}+1,0}}{\beta}<0$ ).

Case 2. $m_{0}=m-1$. In this case, we first note that $m+m_{0}=2 m-1$. Considering the coefficient of $t^{2 m-1}$ in (48), we have

$$
\begin{equation*}
\operatorname{Re}\left[P_{z}(z) \sum_{n=0}^{\infty} b_{m_{0}, n} z^{n}\right] \equiv 0 \tag{50}
\end{equation*}
$$

on $\triangle_{\epsilon_{0}}$. Applying [3, Corollary 4] to this relation, one can obtain

$$
n_{0}=1 ; \operatorname{Re} b_{m_{0}, n_{0}}=\operatorname{Re} b_{m_{0}, 1}=0
$$

Therefore, by a change of variables, we may assume that

$$
b_{m_{0}}(z):=\sum_{n=0}^{\infty} b_{m_{0}, n} z^{n}=i \tilde{\beta} z
$$

for some $\tilde{\beta} \in \mathbb{R}^{*}$. Combining this with the above condition (50), we get

$$
\operatorname{Re}\left[i \tilde{\beta} z P_{z}(z)\right] \equiv 0
$$

on $\triangle_{\epsilon_{0}}$. This implies that $P(z) \equiv P(|z|)$ on $\triangle_{\epsilon_{0}}$.
We now prove that $b_{\ell}(z):=\sum_{n=0}^{\infty} b_{\ell, n} z^{n}=0$ for every $\ell \geqslant m$ : suppose otherwise. Then there exists the smallest number $m_{1} \in \mathbb{N}^{*}$ such that $b_{m_{1}} \not \equiv 0$ and $m_{1} \geqslant m$. By the same argument as above, we may assume that $b_{m_{1}}(z)=i \tilde{\beta}_{1} z+o(|z|)$ for some $\tilde{\beta}_{1} \in \mathbb{R}^{*}$ on $\triangle_{\epsilon_{0}}$. Moreover, we indeed have $b_{m_{1}}(z)=i \tilde{\beta}_{1} z$ for some $\tilde{\beta}_{1} \in \mathbb{R}^{*}$ : suppose otherwise. Then there exist $k_{0} \geqslant 2$ and $\tilde{c}_{k_{0}} \in \mathbb{C}^{*}$ such that

$$
\begin{equation*}
b_{m_{1}}(z)=i \tilde{\beta}_{1} z+\tilde{c}_{k_{0}} z^{k_{0}}+o\left(|z|^{k_{0}}\right) . \tag{51}
\end{equation*}
$$

Putting $\ell=m_{1}$ in (46) and then using (48), we get

$$
\begin{align*}
& \operatorname{Re}\left[\left(\frac{1}{2 i}-\frac{m t^{m-1} P(z)}{2}\right) \sum_{j=0}^{\infty} a_{j, 0}\left(t+i t^{m} P(z)\right)^{j}-t^{m} P_{z}(z) \sum_{n=0}^{\infty} b_{m_{1}, n}\left(t+i t^{m} P(z)\right)^{m_{1}} z^{n}\right]  \tag{52}\\
& \equiv 0
\end{align*}
$$

for all $z \in \triangle_{\epsilon_{0}}$ and $t \in \mathbb{R}$ sufficiently small. Considering the coefficient of $t^{m+m_{1}}$ in (52) and then using (47) and (51), one can get

$$
\begin{equation*}
\operatorname{Re}\left[\frac{1}{2} P(z)\left(m_{1}+1-m\right) a_{m_{1}+1,0}-P_{z}(z)\left(i \tilde{\beta}_{1} z+\tilde{c}_{k_{0}} z^{k_{0}}+o\left(|z|^{k_{0}}\right)\right)+o(|P(z)|)\right] \equiv 0 \tag{53}
\end{equation*}
$$

on $\triangle_{\epsilon_{0}}$. Considering again the coefficient of $t^{m+m_{1}}$ in (52) and then using (47), for some $\tilde{n}_{0} \in \mathbb{N}^{0}$ we have
(54) $\operatorname{Re}\left[\frac{1}{2} P(z)\left(m_{1}+1-m\right) a_{m_{1}+1,0}-P_{z}(z) b_{m_{1}, \tilde{n}_{0}}\left(z^{\tilde{n}_{0}}+o\left(|z|^{\tilde{n}_{0}}\right)\right)+o(|P(z)|)\right] \equiv 0$
on $\triangle_{\epsilon_{0}}$. If $a_{m_{1}+1,0} \neq 0$, then Proposition 2.1 yields $\tilde{n}_{0}=1$ and $b_{m_{1}, \tilde{n}_{0}}=i \tilde{\beta}_{1}$. In addition, if $a_{m_{1}+1,0}=0$, then Proposition 2.1 and [3, Corollary 4] (apply this corollary to the case when $\operatorname{Re}\left[\frac{1}{2} P(z)\left(m_{1}+1-m\right) a_{m_{1}+1,0}+o(|P(z)|)\right] \equiv 0$ on $\left.\triangle_{\epsilon_{0}}\right)$ also yield the same conclusion. Combining this with the subtraction of (54) from (53), we get

$$
\operatorname{Re}\left[P_{z}(z) \tilde{c}_{k_{0}}\left(z^{k_{0}}+o\left(|z|^{k_{0}}\right)\right)\right] \equiv 0
$$

on $\triangle_{\epsilon_{0}}$, which contradicts to [3, Corollary 4].
Altogether, in this case, we obtain $h_{2}(w, z)=i \tilde{\beta} z$ and $P(z) \equiv P(|z|)$ for some $\tilde{\beta} \in \mathbb{R}^{*}$ on $\triangle_{\epsilon_{0}}$.

Case 3. $m_{0} \geqslant m$. Considering the coefficient of $t^{m+m_{0}}$ in (46) and then using (47), we get

$$
\begin{align*}
& \operatorname{Re}\left[\frac{1}{2} a_{m_{0}+1-m, 0} P(z)+P_{z}(z)\left(b_{m_{0}, n_{0}} z^{n_{0}}+o\left(|z|^{n_{0}}\right)-i P(z) b_{m_{0}-m+1}(z)+o(|P(z)|)\right)\right]  \tag{55}\\
& \equiv O\left(|P(z)|^{2}\right)
\end{align*}
$$

on $\triangle_{\epsilon_{0}}$.
Since $O\left(|P(z)|^{2}\right) \in o(1)$ and $m_{0}+1-m \neq 0$, if $\operatorname{Re}\left(a_{m_{0}+m-1,0}\right)=a_{m_{0}+m-1,0}=0$, then our situation reduces to (E2) in [5, Lemma 3], which leads to a contradiction. Hence, in this case, we must have $a_{m_{0}+1-m, 0} \neq 0$. Moreover, by [5, Lemma 3], one can get $n_{0}=1$ and $b_{m_{0}, 1}=i \beta_{2}$ for some $\beta_{2} \in \mathbb{R}^{*}$. Then (55) yields

$$
\begin{equation*}
\operatorname{Re}\left[i \beta_{2} z P_{z}(z)\right] \equiv(\tilde{\delta}+\tilde{\epsilon}(z)) P(z) \tag{56}
\end{equation*}
$$

where $\tilde{\delta}:=-\frac{1}{2} a_{m_{0}+1-m, 0}$ and $\tilde{\epsilon}_{0}: \triangle_{\epsilon_{0}} \rightarrow \mathbb{R}$ is a smooth function with the condition that $\tilde{\epsilon} \rightarrow 0$ as $z \rightarrow 0$. Without loss of generality, we may assume that $\tilde{\delta}<0$ and $|\tilde{\epsilon}(z)|<|\tilde{\delta}| / 2$ on $\triangle_{\epsilon_{0}}$.

Let $r \in\left(0, \epsilon_{0}\right)$ such that $P(r) \neq 0$. Then we let $\gamma:\left[t_{0},+\infty\right) \rightarrow \mathbb{C}$ such that $\gamma^{\prime}(t)=$ $i \beta_{2} \gamma(t)$ and $\gamma\left(t_{0}\right)=r$. Then setting $u(t)=\log |P(\gamma(t))|$, (56) shows that $u^{\prime}(t)=$ $\tilde{\delta}+\tilde{\epsilon}(\gamma(t))$. Hence, we get

$$
\begin{equation*}
u(t)-u\left(t_{0}\right)=\tilde{\delta}\left(t-t_{0}\right)+\int_{t_{0}}^{t} \tilde{\epsilon}(\gamma(\tau)) d \tau, \forall t \geqslant t_{0} \tag{57}
\end{equation*}
$$

This implies that $u(t) \rightarrow+\infty$ as $t \rightarrow \infty$, and hence $\gamma(t) \rightarrow 0$ as $t \rightarrow+\infty$.
On the other hand, $\gamma^{\prime}(t)=i \beta_{2} \gamma(t)$ and $\gamma\left(t_{0}\right)=r$ imply that $\gamma(t)=r \exp \left(i \beta_{2} t\right)$. Then we get $\gamma(t) \leftrightarrow 0$ as $t \rightarrow+\infty$, which contradicts to the above discussion right after (57).

Now we shall show that

$$
h_{1}(w, z) \equiv 0,
$$

if $P(z) \equiv P(|z|)$ and $h_{2}(w, z)=i \tilde{\beta} z$ for some $\tilde{\beta} \in \mathbb{R}^{*}$ on $\triangle_{\epsilon_{0}}$. Suppose otherwise. Then it follows from (47) that there exists the smallest number $j_{0} \in \mathbb{N}^{*}$ such that $a_{j_{0}, 0} \neq 0$. Since $P(z) \equiv P(|z|)$ and $h_{2}(w, z)=i \tilde{\beta} z$ for some $\tilde{\beta} \in \mathbb{R}^{*}$ on $\triangle_{\epsilon_{0}}$, using (47) and (48), one can deduce that for all $t \in \mathbb{R}$ sufficiently small

$$
\begin{equation*}
\operatorname{Re}\left[\left(\frac{1}{2 i}-\frac{m t^{m-1} P(z)}{2}\right) \sum_{j=j_{0}}^{\infty} a_{j, 0}\left(t+i t^{m} P(z)\right)^{j}\right] \equiv 0 \tag{58}
\end{equation*}
$$

on $\triangle_{\epsilon_{0}}$. For a fixed $t \in \mathbb{R}$ small enough, we may regard (58) as a polynomial of a variable $P(z)$ on $\triangle_{\epsilon_{0}}$. Collecting the terms of degree 1 with respect to $P(z)$ in (58), for a fixed $t \in \mathbb{R}$ small enough, we get

$$
P(z) \operatorname{Re}\left[\sum_{j=0}^{\infty} \frac{1}{2}(j-m) a_{j, 0} t^{m+j-1}\right] \equiv 0
$$

on $\triangle_{\epsilon_{0}}$. Since the connected component of $z=0$ in the zero set of $P$ is $\{0\}$, we have

$$
\operatorname{Re}\left[\sum_{j=0}^{\infty} \frac{1}{2}(j-m) a_{j, 0} t^{m+j-1}\right] \equiv 0
$$

for a fixed $t \in \mathbb{R}$ sufficiently small. Moreover, since $t$ can be chosen arbitrarily small, we first have

$$
\operatorname{Re}\left[a_{j, 0}\right] \equiv 0, \forall j \in \mathbb{N}^{*} \backslash\{m\}
$$

Combining this with the second relation of (47), one can deduce that

$$
\begin{equation*}
a_{j, 0}=0, \forall j \in \mathbb{N}^{*} \backslash\{m\} . \tag{59}
\end{equation*}
$$

Then it follows from (47) and (59) that $a_{m, 0}$ can be a unique candidate to be non-zero among all the possible $a_{j, k}$ 's. For this reason, we now assume that

$$
H(w, z):=a_{m, 0} w^{m} \partial_{w}+i \tilde{\beta} z \partial_{z} \in \mathfrak{a u t} \mathfrak{t}_{0}\left(M_{P, m}, 0\right)
$$

for some $a_{m, 0} \in \mathbb{R}$ and $\tilde{\beta} \in \mathbb{R}^{*}$.
Let us denote by $\left\{\varphi_{t}\right\}_{t \in \mathbb{R}}:=\left\{\left(\varphi^{1}(t), \varphi^{2}(t)\right)\right\}_{t \in \mathbb{R}} \subset \operatorname{Aut}\left(M_{P, m}, 0\right)$ the 1-parameter subgroup generated by the vector field $H$, that is, for $t \in \mathbb{R}$

$$
\frac{d \varphi^{1}}{d t}(t)=a_{m, 0}\left(\varphi^{1}(t)\right)^{m} ; \frac{d \varphi^{2}}{d t}(t)=i \tilde{\beta} \varphi^{2}(t)
$$

with $\left(\varphi^{1}(0), \varphi^{2}(0)\right)=(w, z) \in M_{P, m}$. However, we note that $\varphi(t)=\left(\varphi^{1}(t), \varphi^{2}(t)\right)$ is not invertible, if $m>1$ and $a_{m, 0} \neq 0$. This tells us that if $m>1$ and $H \in \mathfrak{a u t}_{0}\left(M_{P, m}, 0\right)$, then we should have $a_{m, 0}=0$.

Altogether, we conclude that if $P(z)=P(|z|)$ and $h_{2}(w, z)=i \tilde{\beta} z$ for some $\tilde{\beta} \in \mathbb{R}^{*}$ on $\triangle_{\epsilon_{0}}$, then $h_{1}(w, z) \equiv 0$ holds, as desired.
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