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Abstract

We establish summability results for coefficient sequences of Wiener-Hermite polynomial chaos expansions for countably-parametric solutions of linear elliptic and parabolic divergence-form partial differential equations with Gaussian random field inputs. The novel proof technique developed here is based on analytic continuation of parametric solutions into the complex domain. It differs from previous works that used bootstrap arguments and induction on the differentiation order of solution derivatives with respect to the parameters. The present holomorphy-based argument allows a unified, “differentiation-free” sparsity analysis of Wiener-Hermite polynomial chaos expansions in various scales of function spaces. The analysis also implies corresponding results for posterior densities in Bayesian inverse problems subject to Gaussian priors on uncertain inputs from function spaces. Our results furthermore yield dimension-independent convergence rates of various constructive high-dimensional deterministic numerical approximation schemes such as single-level and multi-level versions of anisotropic sparse-grid Hermite-Smolyak interpolation and quadrature in both forward and inverse computational uncertainty quantification.
Contents

1 Introduction .................................................. 5
  1.1 Scope of results ........................................... 7
  1.2 Structure of this book ..................................... 8
  1.3 Notation and conventions ................................. 10

2 Preliminaries .................................................. 11
  2.1 Finite dimensional Gaussian measures .................... 11
     2.1.1 Univariate Gaussian measures ....................... 11
     2.1.2 Multivariate Gaussian measures ..................... 12
     2.1.3 Hermite polynomials ................................. 13
  2.2 Gaussian measures on separable locally convex spaces .... 15
     2.2.1 Cylindrical sets ..................................... 16
     2.2.2 Definition and basic properties of Gaussian measures 16
  2.3 Cameron-Martin space ..................................... 18
  2.4 Gaussian product measures ................................ 19
  2.5 Gaussian series ........................................... 20
     2.5.1 Some abstract results ................................. 21
     2.5.2 Karhunen-Loève expansion ............................ 23
     2.5.3 Multiresolution representations of GRFs ............... 25
     2.5.4 Periodic continuation of a stationary GRF ............. 26
     2.5.5 Sampling stationary GRFs ............................. 28
  2.6 Finite element discretization .............................. 29
     2.6.1 Geometric preliminaries .............................. 30
     2.6.2 Function spaces ....................................... 30
     2.6.3 Finite element interpolation ........................... 31

3 Elliptic divergence-form PDE with log-Gaussian coefficient .... 33
  3.1 Statement of the problem and well-posedness ............. 33
  3.2 Lipschitz continuous dependence ............................ 34
  3.3 Regularity of the solution .................................. 34
  3.4 Random input data .......................................... 37
  3.5 Parametric deterministic coefficient ...................... 38
     3.5.1 Deterministic countably parametric elliptic PDEs ...... 38
     3.5.2 Probabilistic setting .................................. 39
     3.5.3 Deterministic complex-parametric elliptic PDEs ........ 39
  3.6 Analyticity and sparsity ................................... 40
     3.6.1 Parametric holomorphy ................................ 40
     3.6.2 Summability of Wiener-Hermite PC expansion coefficients 42
  3.7 Parametric $H^{s}(D)$-analyticity and sparsity ............. 47
     3.7.1 $H^{s}(D)$-analyticity .................................. 47
     3.7.2 Summability of Wiener-Hermite PC expansion coefficients 50
  3.8 Parametric Kondrat’ev analyticity and sparsity ............ 52
     3.8.1 Parametric $K^{s}_{\varphi}(D)$-holomorphy ............... 53
     3.8.2 Summability of $K^{s}_{\varphi}$-norms of Wiener-Hermite PC expansion coefficients 56
4 Sparsity for holomorphic maps

4.1 \((b, \xi, \delta, X)\)-Holomorphy and sparsity ........................................... 59
4.2 Functions of the type \(u(y) = \mathcal{U}\left(\exp\left(\sum_{j \in \mathbb{N}} y_j \psi_j\right)\right)\) ........................................ 65
4.3 Examples of holomorphic maps ............................................................... 70
  4.3.1 Linear elliptic divergence-form PDE with parametric diffusion coefficient ... 71
  4.3.2 Linear parabolic PDE with parametric coefficient ............................... 72
  4.3.3 Linear elastostatics with log-Gaussian modulus of elasticity ................. 79
  4.3.4 Maxwell equations with log-Gaussian permittivity ............................. 82

5 Parametric posterior analyticity and sparsity in BIPs

5.1 Formulation and well-posedness ............................................................ 83
5.2 Posterior parametric holomorphy ............................................................ 84
5.3 Example: Parametric diffusion coefficient .............................................. 87

6 Interpolation and quadrature

6.1 Smolyak interpolation and quadrature .................................................... 89
  6.1.1 Interpolation ..................................................................................... 89
  6.1.2 Quadrature ....................................................................................... 91
6.2 Multindex sets ....................................................................................... 92
  6.2.1 Number of function evaluations ......................................................... 92
  6.2.2 Construction of \((c_{k,\nu})_{\nu \in \mathcal{F}}\) ...................................................... 92
  6.2.3 Summability properties of the sequence \((c_{k,\nu})_{\nu \in \mathcal{F}}\) ................. 94
6.3 Interpolation convergence ........................................................................ 96
6.4 Quadrature convergence .......................................................................... 99

7 Multilevel approximation

7.1 Setting and notation .............................................................................. 103
7.2 Multilevel algorithm ............................................................................. 104
7.3 Work model and choice of discretization levels ...................................... 105
7.4 Construction of an allocation of discretization levels .............................. 106
7.5 Multilevel interpolation .......................................................................... 110
7.6 Multilevel quadrature ............................................................................ 113
7.7 Examples for multilevel approximation ................................................ 117
  7.7.1 Parametric diffusion coefficient in polygonal domain ......................... 117
  7.7.2 Parametric holomorphy of the posterior density in Bayesian PDE inversion 127

8 Conclusions .......................................................................................... 133
1 Introduction

Gaussian random fields (GRFs for short) play a fundamental role in the modelling of spatiotemporal phenomena subject to uncertainty. In several broad research areas, in particular in spatial statistics, data assimilation, climate modelling and meteorology to name but a few, GRFs play a pivotal role in mathematical models of physical phenomena with distributed, uncertain input data. Accordingly, there is an extensive literature devoted to mathematical, statistical and computational aspects of GRFs. We mention only [81, 70, 3] and the references for mathematical foundations, and [83, 51] and the references there for a statistical perspective on GRFs.

In recent years, the area of computational uncertainty quantification (UQ for short) has emerged at the interface of the fields of applied mathematics, numerical analysis, scientific computing, computational statistics and data assimilation. Here, a key topic is the mathematical and numerical analysis of partial differential equations (PDEs for short) with random field input; in particular, with GRF input. Mathematical analysis refers to questions of well-posedness, pathwise and $L^p$ integrability and regularity in scales of Besov spaces of random solution ensembles of such PDEs. Numerical analysis of PDEs with GRF inputs refers on the one hand to questions of efficient, numerical simulation methods of GRF inputs (see, e.g., [83, 45, 53, 11, 13, 92] and the references there), and on the other hand to the efficient numerical approximation of corresponding PDE solution ensembles, which arise for GRF inputs, in particular efficient representation of such solution ensembles (see [67, 9, 8]), and numerical quadrature of corresponding solution fields (see [67, 77, 46, 54, 63, 62, 90] and the references there). Applications include for instance subsurface flow models (see, e.g., [45, 52]) but also other PDE models for media with uncertain properties (see, e.g., [71] for electromagnetics).

The careful analysis of efficient computational sampling of solution families of PDEs subject to GRF input is also a key ingredient in numerical data assimilation, e.g., in Bayesian Inverse Problems (BIPs for short); we refer to the surveys [43, 42] and the references there for a mathematical formulation of BIPs for PDEs subject to Gaussian prior measures and function space inputs.

In recent years, there has been considerable development in the analysis and numerical simulation of PDEs with random field input from function space, subject to Gaussian measures (GMs for short). The method of choice in many applications for the numerical treatment of GMs is Monte-Carlo (MC for short) sampling. Convergence rate $1/2$ in terms of the number of MC samples is assured under rather mild conditions (existence of MC samples, and of finite second moments). Given the high cost of MC sampling, recent years have seen the advent of numerical techniques which afford higher convergence orders than $1/2$, also on infinite-dimensional integration domains.

Like the MC method, these techniques are not prone to the so-called curse of dimensionality. The key condition which emerged as governing the convergence rate of numerical integration and interpolation methods is sparsity of coefficient sequences in Wiener-Hermite expansions of integrand functions. Rather than counting the ratio of nonzero coefficients, this sparsity is quantified by summability of coefficient sequences. Sparse-grid deterministic quadrature algorithms for numerical integration with respect to an infinite-dimensional GM were analyzed in the references [28, 58, 54, 77, 40].

To indicate some of the mathematical issues which are considered in the present notes, consider in the interval $D = (0,1)$, and in a probability space $(\Omega, \mathcal{A}, \mathbb{P})$, a GRF $g : \Omega \times D \to \mathbb{R}$ which takes values in $L^\infty(D)$. That is to say, that the map $\omega \mapsto g(\omega, \cdot)$ is an element of the Banach space $L^\infty(D)$. Formally, at this stage, we represent realizations of the random element $g \in L^\infty(D)$ with
a representation system \( (\psi_j)_{j \in \mathbb{N}} \subset L^\infty(D) \) in affine-parametric form

\[
g(\omega, x) = \sum_{j \in \mathbb{N}} y_j(\omega)\psi_j(x),
\]

where the coefficients \((y_j)_{j \in \mathbb{N}}\) are assumed to be i.i.d. standard normal random variables (RVs for short). Representations such as (1.1) are widely used both in the analysis and in the numerical simulation of random elements \( g \) taking values in function space. In order to dispense with summability and measurability issues, let us assume for now that the sum in (1.1) is finite, with \( J \) terms. The coefficients \( y_j(\omega) \) being standard normal RVs, the sum \( \sum_{j=1}^J y_j \psi_j(x) \) may be considered as parametric, deterministic map \( g : \mathbb{R}^J \to L^\infty(D) \). The random element \( g(\omega, x) \) in (1.1) will then be obtained from it by evaluating this deterministic map in random coordinates, i.e. by sampling it in Gaussian random vectors \((y_j(\omega))_{j=1}^J \in \mathbb{R}^J\).

Gaussian random elements as inputs for PDEs appear in particular in coefficients of diffusion equations. Consider, for illustration, in \( D \), and for given \( f \in L^2(D) \), the boundary value problem: find a random function \( u : \Omega \to V \) with \( V := \{ w \in H^1(D) : w(0) = 0 \} \) such that

\[
f + \frac{d}{dx} \left( a(x, \omega) \frac{d}{dx} u \right) = 0 \quad \text{in} \quad D, \quad a(1, \omega)u'(1, \omega) = \bar{f}(\omega).
\]

Here, \( a(x, \omega) = \exp(g(x, \omega)) \) with GRF \( g : \Omega \to L^\infty(D) \), and \( \bar{f} := F(1) \) with

\[
F(x) := \int_0^x f(\xi) \, d\xi \in V, \quad x \in D.
\]

Note that \( \bar{f} \) is deterministic when \( f \) is deterministic. We find that a random solution \( u \) of the problem must satisfy

\[
u'(x, \omega) = \exp(-g(x, \omega))F(x), \quad x \in D, \omega \in \Omega.
\]

Inserting (1.1), this is equivalent to the parametric, deterministic family of solutions \( u(x, y) : D \times \mathbb{R}^J \to \mathbb{R} \) given by

\[
u'(x, y) = \exp(-g(x, y))F(x), \quad x \in D, y \in \mathbb{R}^J.
\]

Hence

\[
\|u'(\cdot, y)\|_{L^2(D)} = \|\exp(-g(\cdot, y))F\|_{L^2(D)}, \quad y \in \mathbb{R}^J,
\]

which implies the (sharp) bounds

\[
\|u'(\cdot, y)\|_{L^2(D)} \begin{cases} \geq \exp\left(-\|g(\cdot, y)\|_{L^\infty(D)}\right)\|F\|_{L^2(D)} \\ \leq \exp\left(\|g(\cdot, y)\|_{L^\infty(D)}\right)\|F\|_{L^2(D)} \end{cases}.
\]

Due to the homogeneous Dirichlet condition at \( x = 0 \), up to an absolute constant the same bounds also hold for \( \|u(\cdot, y)\|_V \).

It is evident from the explicit expression (1.3) and the upper and lower bounds, that for every finite parameter \( y \in \mathbb{R}^J \), the solution \( u \in V \) exists. However, we cannot, in general, expect uniform w.r. to \( y \in \mathbb{R}^J \) a-priori estimates, also of the higher derivatives, for smoother functions \( x \mapsto g(x, y) \) and \( x \mapsto f \). Therefore, the parametric problem (1.2) is nonuniformly elliptic, [26, 65]. In particular, therefore, also a-priori error bounds for various discretization schemes will contain this uniformity.
w.r.t. \( y \). The random solution will be recovered from (1.3) by inserting for the coordinates \( y_j \) samples of i.i.d. standard normal random variables.

The present book aims at a regularity theory of parametric solution families such as \( \{ u(x, y) : y \in \mathbb{R}^J \} \) in the particular case that \( J = \infty \), i.e., that \( g(x, \omega) \) in (1.2) is a GRF.

Much attention has been devoted in recent years to the analysis of efficient simulation methods for the solution \( u \). We mention only MC methods and their variants (see, e.g., [88, 65, 26, 27] and the references there) and Quasi-Monte Carlo (QMC for short) integration (see, e.g., [54]), and Wiener-Hermite polynomial chaos approximation (see, e.g., [67, 11] and the references there) and sparse-grid (a.k.a. “stochastic collocation”) (see, e.g., [47] and the references there).

In the present work, we adopt notation and recapitulate basic results on GMs from [70, 19]. Previous works [8, 9, 54] addressed the summability of the Wiener-Hermite PC expansion coefficients of solution families \( \{ u(\cdot, y) : y \in \mathbb{R}^\infty \} \subset V \) for the forward problem, based on moment bounds of derivatives of parametric solutions w.r. to GM. Estimates for these coefficients and, in particular, for the summability, were obtained in [67, 8, 9, 54, 66]. In these references, all arguments were based on real-variable, bootstrapping arguments with respect to \( y \).

In the present work, we propose the following contributions to this area. First, we provide novel proofs of some of the sparsity and summability results in [67, 9, 8] of the infinite-dimensional parametric forward map. The presently developed proof is based on analytic continuation and complex variable arguments in order to bound derivatives of parametric solutions, and their coefficients in Wiener-Hermite PC expansions. This is in line with similar arguments in the so-called “uniform case” in [35, 29]. There, the random parameters in the representation of the input random fields range in compact subsets of \( \mathbb{R} \). Unlike in these references, in the present, Gaussian setup the parameter domain \( U = \mathbb{R}^\infty \) is not compact. This entails significant modifications of mathematical arguments as compared to arguments in [35, 29].

Contrary to the analysis in [8, 9, 54], where parametric regularity results were obtained by real-variable arguments combined with induction-based bootstrapping with respect to the derivative order, the present work develops derivative-free, complex variable arguments which allow directly to obtain bounds of the Wiener-Hermite PC expansion coefficients of the parametric solutions in scales of Sobolev and Besov spaces in the physical domain \( D \) in which the parametric PDE is posed. They also allow to treat in a unified manner parametric regularity of the solution map in several scales of Sobolev and Kondrat’ev spaces in the physical domain \( D \) which is the topic of Section 3.8, resulting in novel sparsity results for linear, elliptic and parabolic PDEs with GRF inputs in scales of Sobolev and Besov spaces.

1.1 Scope of results

We prove quantified holomorphy of countably-parametric solution families of linear, elliptic and parabolic PDEs. The parameter ranges are \( \mathbb{R} \), corresponding to countably-parametric representations of GRF input data, taking values in a separable locally convex space, in particular, Hilbert or Banach space of uncertain input data, endowed for example with a Gaussian product measure \( \gamma \) on \( \mathbb{R}^\infty \).

The results established in the present paper and the related bounds on partial derivatives w.r. to the parameters in Karhunen-Loève or Lévy-Cieselsky expansions of uncertain GRF inputs imply convergence rate bounds for several families of computational methods to numerically access these parametric solution maps. Importantly, we prove that in terms of \( n \), the number of work and memory, an approximation accuracy \( O(n^{-a}) \) for some parameter \( a > 0 \) can be achieved where
the convergence rate $a$ depends on the approximation process and on the amount of sparsity in
the Wiener-Hermite PC expansions of the random fields under consideration. In the terminology
of computational complexity, a prescribed numerical tolerance $\varepsilon > 0$ can be reached in work
and memory of order $O(\varepsilon^{-1/a})$. In particular, the convergence rate $a$ and the constant hidden
in the Landau $O(\cdot)$ symbol do not depend on the dimension of the space of active parameters
involved in the approximations which we construct. The approximations developed in the present
book are constructive and can be realized computationally by deterministic algorithms of so-called
“stochastic collocation” or “sparse-grid” type. Error bounds are proved in $L^p$-type Bochner spaces
with respect to the GM $\gamma$ on the input data space of the PDE, in natural Hilbert or Banach spaces
of solutions of the PDEs under consideration.

All approximation rate results obtained in the present paper are free from the so-called curse of
dimensionality, a terminology coined apparently by R.E. Bellmann (see [16]). The rates are in fact
only limited by the sparsity of the Wiener-Hermite PC expansion coefficients of the deterministic,
countably-parametric solution families. In particular, dimension-independent convergence rates
$> 1/2$ are possible, provided sufficient Wiener-Hermite PC expansion coefficient sparsity, that the
random inputs feature sufficient pathwise regularity, and the affine representation system (being a
tight frame on space of admissible input realizations) are stable in a suitable smoothness scale of
inputs.

The proof strategy for our results is, throughout, to establish summability results for Wiener-
Hermite PC expansion coefficients of countably-parametric solution families of the corresponding
forward problem. Unlike previous approaches in [67, 9, 8], we establish the corresponding estimates
here by quantified holomorphy of countably-parametric solution maps. As we try to show by several
broad classes of examples, and similar to what was found in the so-called “uniform” case (where the
probability measures on the parameter sequences were compactly supported), e.g. [35, 103, 105],
the presently adopted, holomorphy-based approach allows for rather direct derivation of Wiener-
Hermite summability in scales of smoothness spaces for solution families of the PDE of interest.
We mention only sparse-grid Hermite-Smolyak interpolation “stochastic collocation” [47, 40] and
quadrature [28, 40], and QMC integration as developed in [54, 77, 73, 63, 62] for the model elliptic
PDE considered in Section 3.

1.2 Structure of this book

The structure of this text is as follows. In Section 2, we collect known facts from functional analysis
and probability theory which are required in the sequel of this note. In particular, we review
constructions and results on GMs on separable Hilbert and Banach spaces. Particular interest
will be on constructions via countable products of univariate GMs on countable products of real
lines. We also review assorted known results on convergence rates of Lagrangian Finite Elements for
linear, second order, divergence-form elliptic PDEs in polytopal domains $D$ with Lipschitz boundary
$\partial D$.

In Section 3, we introduce a model linear, second order elliptic divergence-form PDE with log-
normal coefficients, with variational solutions in the “energy space” $H^1_0(D)$. This equation
was investigated with parametric input data in a number of references in recent years [34, 35, 67, 29,
9, 8, 38, 54, 77, 103]. It is considered in this work mainly to develop the holomorphic approach
to establish our mathematical approach to parametric holomorphy and sparsity of Wiener-Hermite
PC expansions of parametric solutions in a simple setting, and to facilitate comparisons with the
mentioned previous works and results.
In Section 3.6, we connect quantified holomorphy of the parametric, deterministic solution manifold \( \{ u(\mathbf{y}) : \mathbf{y} \in \mathbb{R}^\infty \} \) in the space \( H^1_0(D) \) with weighted summability of the sequence \( (u_\nu)_{\nu \in F} \) of \( (H^1_0(D)\text{-valued}) \) Wiener-Hermite PC expansion coefficients. With the methodology in place, we show in Section 3.7 how to obtain holomorphic regularity of the parametric solution family \( \{ u(\mathbf{y}) : \mathbf{y} \in \mathbb{R}^\infty \} \) in Sobolev spaces \( H^s(D) \) of possibly high smoothness order \( s \in \mathbb{N} \). The argument is self-contained and provides parametric holomorphy for any differentiation order \( s \in \mathbb{N} \) in a unified way, in domains \( D \) of sufficiently high regularity and for sufficiently high almost sure regularity of coefficient functions. In Section 3.8, we extend these results for linear second order elliptic differential operators in divergence form in a bounded polygonal domain \( D \subset \mathbb{R}^2 \). Here, corners are well-known to obstruct high almost sure pathwise regularity in the usual Sobolev and Besov spaces, of coefficients and solutions. Therefore, we develop summability of the sequence of Wiener-Hermite PC expansion coefficients \( (u_\nu)_{\nu \in F} \) of the random solutions in terms of corner-weighted Sobolev spaces, going back to V.A. Kondrat’ev (see, e.g., [56, 22, 84] and the references there).

In order to extend these results and the approach to bound Wiener-Hermite PC expansion coefficients via quantified holomorphy beyond the simple, second order diffusion equation introduced in Section 3, in Section 4 we address sparsity of Wiener-Hermite PC expansions of general parametric, holomorphic maps taking values in Banach spaces. In Section 5, we apply the preceding abstract results on parametric holomorphy to establish quantified holomorphy of countably-parametric, posterior densities of corresponding BIPs where the uncertain input of the forward PDE is a countably-parametric GRF taking values in a separable Banach space of inputs.

In Section 6, we discuss deterministic quadrature and interpolation algorithms. Such algorithms are necessary for the approximation of certain statistical quantities (expectations, statistical moments) of the parametric solutions with respect to a GM on the parameter space. The proposed algorithms are variants and generalizations of so-called “stochastic collocation” or “sparse-grid” type approximation, and proved to outperform sampling methods such as MC methods, under suitable sparsity conditions on the Wiener-Hermite PC expansion coefficient sequences of integrands. In the quadrature case, they are also known as “Smolyak quadrature” methods. Their common feature is a) the deterministic nature of the algorithms, and b) the possibility of achieving convergence rates \( > 1/2 \) independent of the dimension of parameters and therefore the curse of dimensionality is broken. They offer, in particular, the perspective of deterministic numerical approximations for GRFs under nonlinear pushforwards (being realized via the deterministic data-to-solution map of the PDE of interest). The decisive analytic property to be established are dimension-explicit estimates of individual Wiener-Hermite PC expansion coefficients of parametric solutions, and based on these, sharp summability estimates of (norms of) sequences of Wiener-Hermite PC expansion coefficients of parametric, deterministic solution families.

The results on the summability of the Wiener-Hermite PC expansion coefficients of parametric, deterministic solution families with respect to corner-weighted Sobolev spaces on spatial \( D \) finally also allow to analyze methods for constructive, deterministic approximations of parametric solution families. Here, a truncation of Wiener-Hermite PC expansions is combined with approximating the Wiener-Hermite PC expansion coefficients in the norm of the “energy space” \( H^1_0(D) \) of these solutions from finite-dimensional approximation spaces which are customary the numerical approximation of solution instances. Importantly, required approximation accuracies of the Wiener-Hermite PC expansion coefficients \( u_\nu \) will depend on the relative importance of \( u_\nu \) within the Wiener-Hermite PC expansion. This observation gives rise to so-called multilevel approximations where a prescribed overall accuracy in mean square w.r.t. the GM \( \gamma \) with respect to \( H^1_0(D) \)
will be achieved by a $\nu$-dependent discretization level in the physical domain. The corresponding error estimates will be developed in Section 7 in an abstract setting. A key for the sparse-grid integration and interpolation approaches is to efficiently numerically allocate discretization levels to Wiener-Hermite PC expansion coefficients. We develop a such approach in Section 7.4. It is based on greedy searches and suitable thresholding of (suitable norms of) Wiener-Hermite PC expansion coefficients and on a-priori bounds for these quantities which are obtained by complex variable arguments.

In Section 7.7 we verify the abstract hypotheses of the sparse multilevel approximations from Section 7 for the concrete linear, elliptic and parabolic problems with log-GRF inputs.

### 1.3 Notation and conventions

We use standard notation. We denote $\mathbb{R}^\infty$ the set of all sequences $y = (y_j)_{j \in \mathbb{N}}$ with $y_j \in \mathbb{R}$, and by $\mathbb{C}^\infty$ the set of sequences $z = (z_j)_{j \in \mathbb{N}}$ with $z_j \in \mathbb{C}$; $\mathbb{R}_\infty = \{(z_j)_{j \in \mathbb{N}} \in \mathbb{R}^\infty : z_j \geq 0\}$. Both, $\mathbb{R}^\infty$ and $\mathbb{C}^\infty$, will be understood with the product topology from $\mathbb{R}$ resp. from $\mathbb{C}$. Similarly, we define $\mathbb{N}^\infty$, $\mathbb{Z}^\infty$ and $\mathbb{Z}_+^\infty$. For multi-indices $\alpha, \beta \in \mathbb{Z}_+^d$, the inequality $\beta \leq \alpha$ is understood component-wise, i.e., $\beta \leq \alpha$ if and only if $\beta_j \leq \alpha_j$ for $j = 1, \ldots, d$. Denote by $F$ the countable set of all $\nu \in \mathbb{Z}_+^\infty$ such that supp$(\nu)$ is finite, where supp$(\nu) := \{j \in \mathbb{N} : \nu_j \neq 0\}$ denotes the “support” of the multi-index $\nu$. Similarly, we define supp$(\rho)$ of a sequence $\rho \in \mathbb{R}_+^\infty$. For $\nu \in F$, and for a sequence $b = (b_j)_{j \in \mathbb{N}}$ of positive real numbers, the quantities

$$\nu! := \prod_{j \in \mathbb{N}} \nu_j!, \quad |\nu| := \sum_{j \in \mathbb{N}} \nu_j, \quad \text{and} \quad b^\nu := \prod_{j \in \mathbb{N}} b_j^{\nu_j}$$

are finite and well-defined.

For a multi-index $\alpha \in \mathbb{Z}_+^d$ and a function $u(x,y)$ of $x \in \mathbb{R}^d$ and parameter sequence $y \in \mathbb{R}^\infty$ we use the notation $D^\alpha u(x,y)$ to indicate the partial derivatives taken with respect to $x$. The partial derivative of order $\alpha \in \mathbb{Z}_+^\infty$ with respect to $y$ of finite total order $|\alpha| = \sum_{j \in \mathbb{N}} \alpha_j$ is denoted by $\partial^\alpha u(x,y)$. For $\alpha \in \mathbb{Z}_+^\infty$ with $|\alpha| < \infty$ it holds supp$(\alpha)$ is finite. In order to simplify notation, we will systematically suppress the variable $x \in D \subset \mathbb{R}^d$ in mathematical expressions, except when necessary. For example, instead $\int_D v(x) \, dx$ we will write $\int_D v \, dx$, etc. For a Banach space $X$, we denote $X_\mathbb{C} := X + iX$ the complexification of $X$. The space $X_\mathbb{C}$ is also a Banach space endowed with the (minimal, among several possible equivalent ones, see [85]) norm $\|x_1 + ix_2\|_{X_\mathbb{C}} := \sup_{0 \leq t \leq \pi} \|x_1 \cos t - x_2 \sin t\|_X$. The space $X_\mathbb{C}$ is defined in a similar way as $\mathbb{R}^\infty$.

By $L(X,Y)$ we denote the vector space of bounded, linear operators between to Banach spaces $X$ and $Y$. With $L_{bs}(X,Y)$ we denote the subspace of boundedly invertible, linear operators from $X$ to $Y$.

For a function space $X(D)$ defined on the domain $D$, if there is no ambiguity, when writing the norm of $x \in X(D)$ we will omit $D$, i.e., $\|x\|_X$ instead of $\|x\|_{X(D)}$.

For $0 < p \leq \infty$ and a countable index set $J$, we denote by $L^p(J)$ the quasi-normed space of all $y = (y_j)_{j \in J}$ with $y_j \in \mathbb{R}$, equipped with the quasi-norm $\|y\|_{L^p} : = \left(\sum_{j \in J} |y_j|^p\right)^{1/p}$ for $p < \infty$, and $\|y\|_{L^\infty} := \sup_{j \in J} |y_j|$.
2 Preliminaries

A key technical ingredient in the analysis of numerical approximations of PDEs with GRF inputs from function spaces, and of numerical methods for their efficient numerical treatment are constructions and numerical approximations of GRFs on real Hilbert and Banach spaces. Due to their high relevance in many areas of science (theoretical physics, quantum field theory, spatial and high-dimensional statistics, etc.), a rich theory has been developed in the past decades and a large body of literature is available now. We recapitulate basic definitions and key results, in particular on GMs, that are necessary for the ensuing developments. We do not attempt to provide a comprehensive survey. We require the exposition on GMs $\gamma$ on real-valued Hilbert and Banach spaces, as most PDEs of interest are formulated for real-valued inputs and solutions. However, we crucially use in the ensuing sections of this note analytic continuation of parametric representations to the complex parameter domain. This is required in order to bring to bear complex variable methods for derivative-free, sharp bounds on Hermite expansion coefficients of GRFs. Therefore, we develop in our presentation all aspects also for Hilbert and Banach spaces of complex-valued fields.

The structure of this section is as follows. In Section 2.1, we recapitulate GMs on finite dimensional spaces, in particular on $\mathbb{R}^d$ and $\mathbb{C}^d$. In Section 2.2, we extend to separable Banach spaces. Section 2.3 reviews the Cameron-Martin space. In Section 2.4 we recall a notion of Gaussian product measures on a Cartesian product of locally convex spaces. Section 2.5 is devoted to a summary of known representations of a GRF by a Gaussian series. A key concept in these and more general spaces is the concept of Parseval frame which we introduce.

In Section 2.6 we recapitulate, from [6, 23, 49], (known) technical results on approximation properties of Lagrangian Finite Elements (FEs for short) in polygonal and polyhedral domains $D \subset \mathbb{R}^d$, on regular, simplicial partitions of $D$ with local refinement towards corners (and, in space dimension $d = 3$, towards edges). These will be used in Section 6 in conjunction with collocation approximations in the parameter space of the GRF to build deterministic numerical approximations of solutions in polygonal and in polyhedral domains.

2.1 Finite dimensional Gaussian measures

2.1.1 Univariate Gaussian measures

In dimension $d = 1$, for every $\mu, \sigma \in \mathbb{R}$, there holds the well-known identity

$$\frac{1}{\sigma \sqrt{2\pi}} \int_{\mathbb{R}} \exp \left( -\frac{(y - \mu)^2}{2\sigma^2} \right) \, dy = 1.$$  

A Borel probability measure $\gamma$ on $\mathbb{R}$ is Gaussian if it is either a Dirac measure $\delta_{\mu}$ at $\mu \in \mathbb{R}$ or it has its density with respect to Lebesgue measure $\lambda$ on $\mathbb{R}$ given by

$$\frac{d\gamma}{d\lambda} = p(\cdot; \mu, \sigma^2), \quad p(\cdot; \mu, \sigma^2) := y \mapsto \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{(y - \mu)^2}{2\sigma^2} \right).$$

We shall refer to $\mu$ as mean, and to $\sigma^2$ as variance of the GM $\gamma$. The case that $\gamma = \delta_{\mu}$ is understood to correspond to $\sigma = 0$. If $\sigma > 0$, we shall say that the GM $\gamma$ is nondegenerate. Unless explicitly stated otherwise, we assume GMs to be nondegenerate.
For $\mu = 0$ and $\sigma = 1$, we shall refer to the GM $\gamma_1$ as the standard GM on $\mathbb{R}$. A GM with $\mu = 0$ is called centered (or also symmetric). There holds

$$\mu = \int_{\mathbb{R}} y \, d\gamma_1(y), \quad \sigma^2 = \int_{\mathbb{R}} (y - \mu)^2 \, d\gamma_1(y).$$

Let $(\Omega, \mathcal{A}, \mathbb{P})$ be a probability space with sample space $\Omega$, $\sigma$-fields $\mathcal{A}$, and probability measure $\mathbb{P}$. A Gaussian random variable (“Gaussian RV” for short) $\eta : \Omega \to \mathbb{R}$ is a RV whose law is Gaussian, i.e., it admits a Gaussian distribution. If $\eta$ is a Gaussian RV with mean $\mu$ and variance $\sigma^2$ we write $\eta \sim \mathcal{N}(\mu, \sigma^2)$.

Linear transformations of Gaussian RVs are Gaussian: every Gaussian RV $\eta$ can be written as $\eta = \sigma \xi + \mu$, where $\xi$ is a standard Gaussian RV, i.e., a Gaussian RV whose law is a standard GM on $\mathbb{R}$.

The Fourier transformation of a GM $\gamma_1$ on $\mathbb{R}$ is defined, for every $\xi \in \mathbb{R}$, as

$$\hat{\gamma}_1(\xi) := \int_{\mathbb{R}} \exp(i\xi y) \, d\gamma_1(y) = \exp \left( i\mu \xi - \frac{1}{2} \sigma^2 \xi^2 \right).$$

We denote by $\Phi$ the distribution function of $\gamma_1$. For the standard normal distribution $\Phi(t) = \int_{-\infty}^{t} p(s; 0, 1) \, ds \quad \forall t \in \mathbb{R}$.

With the convention $\Phi^{-1}(0) := -\infty$, $\Phi^{-1}(1) := +\infty$, the inverse function $\Phi^{-1}$ of $\Phi$ is defined on $[0, 1]$.

### 2.1.2 Multivariate Gaussian measures

Consider now a finite dimension $d > 1$. A Borel probability measure $\gamma$ on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$ is called Gaussian if for every $f \in L(\mathbb{R}^d, \mathbb{R})$ the measure $\gamma \circ f^{-1}$ is a GM on $\mathbb{R}$, where as usually, $\mathcal{B}(\mathbb{R}^d)$ denotes the $\sigma$-field on $\mathbb{R}^d$. Since $d$ is finite, we may identify $L(\mathbb{R}^d, \mathbb{R})$ with $\mathbb{R}^d$, and we denote the Euclidean inner product on $\mathbb{R}^d$ by $(\cdot, \cdot)$. The Fourier transform of a Borel measure $\gamma$ on $\mathbb{R}^d$ is given by

$$\hat{\gamma} : \mathbb{R}^d \to \mathbb{C} : \hat{\gamma}(\xi) = \int_{\mathbb{R}^d} \exp(i(\xi, y)) \, d\gamma(y).$$

We write $\gamma_d$ for a GM on $\mathbb{R}^d$. The Fourier transform $\hat{\gamma}_d$ uniquely determines $\gamma_d$.

**Proposition 2.1** ([19, Proposition 1.2.2]). A Borel probability measure $\gamma$ on $\mathbb{R}^d$ is Gaussian iff

$$\hat{\gamma}(\xi) = \exp \left( i(\xi, \mu) - \frac{1}{2} (K \xi, \xi) \right), \quad \xi \in \mathbb{R}^d.$$

Here, $\mu \in \mathbb{R}^d$ and $K \in \mathbb{R}^{d \times d}$ is a symmetric positive semidefinite matrix.

We shall say that a GM $\gamma_d$ on $\mathbb{R}^d$ has a density with respect to Lebesgue measure $\lambda^d$ iff the matrix $K$ is nondegenerate. Then, this density is given by

$$\frac{d\gamma_d}{d\lambda^d}(x) : x \mapsto \frac{1}{\sqrt{(2\pi)^d \det K}} \exp \left( -\frac{1}{2} (K^{-1}(x - \mu), x - \mu) \right).$$
Furthermore,

\[ \mu = \int_{\mathbb{R}^d} y \, d\gamma_d(y), \quad \forall y, y' \in \mathbb{R}^d : (K y, y') = \int_{\mathbb{R}^d} (y, x - \mu)(y', x - \mu) \, d\gamma_d(x). \]

The symmetric linear operator \( C \in \mathcal{L}(\mathbb{R}^d, \mathbb{R}^d) \) defined by the later relation and represented by the symmetric positive definite matrix \( K \) is the covariance operator associated to the GM \( \gamma_d \) on \( \mathbb{R}^d \).

When we do not need to distinguish between the covariance operator \( C \) and the covariance matrix \( K \), we simply speak of “the covariance” of GM \( \gamma_d \).

If a joint probability distribution of RVs \( y_1, \ldots, y_d \) is a GM on \( \mathbb{R}^d \) with mean vector \( \mu \) and covariance matrix \( K \) we write \( (y_1, \ldots, y_d) \sim N(\mu, K) \). In the following, \( \gamma_d \) denotes the standard GM on \( \mathbb{R}^d \). Denote by \( L^2(\mathbb{R}^d, \gamma_d) \) the Hilbert space of all \( \gamma_d \)-measurable real-valued functions \( f \) on \( \mathbb{R}^d \) such that

\[ \| f \|_{L^2(\mathbb{R}^d, \gamma_d)} := \left( \int_{\mathbb{R}^d} |f|^2 \, d\gamma_d \right)^{1/2} < \infty. \]

The corresponding inner product is denoted by \( (\cdot, \cdot)_{L^2(\mathbb{R}^d, \gamma_d)} \).

### 2.1.3 Hermite polynomials

A key role in the ensuing sparsity analysis of parametric solution families is taken by Wiener-Hermite PC expansions. We consider GRF inputs and, accordingly, will employ polynomial systems on \( \mathbb{R} \) which are orthogonal with respect to the GM \( \gamma_1 \) on \( \mathbb{R} \), the so-called Hermite polynomials, as pioneered for the analysis of GRFs by N. Wiener in [100]. To this end, we recapitulate basic definitions and properties, in particular the various normalizations which are met in the literature. Particular attention will be paid to estimates for Hermite coefficients of functions which are holomorphic in a strip, going back to Einar Hille in [64].

**Definition 2.2.** For \( k \in \mathbb{N}_0 \), the normalized probabilistic Hermite polynomial \( H_k \) of degree \( k \) on \( \mathbb{R} \) is defined by

\[ H_k(x) := \frac{(-1)^k}{\sqrt{k!}} \exp\left(\frac{x^2}{2}\right) \frac{d^k}{dx^k} \exp\left(-\frac{x^2}{2}\right). \quad (2.1) \]

For every multi-degree \( \nu \in \mathbb{N}_0^d \), the \( d \)-variate Hermite polynomial \( H_\nu \) is defined by

\[ H_\nu(x_1, \ldots, x_d) := \prod_{j=1}^d H_{\nu_j}(x_j), \quad x_j \in \mathbb{R}, \quad j = 1, \ldots, d. \]

**Remark 2.3** (Normalizations of Hermite polynomials and Hermite functions). (i) Definition (2.1) provides for every \( k \in \mathbb{N}_0 \) a polynomial of degree \( k \). The scaling factor in (2.1) has been chosen to ensure normalization with respect to GM \( \gamma_1 \), see also Lemma 2.4, item i).

(ii) Other normalizations with at times the same notation are used. The “classical” normalization of \( H_k \) we denote by \( \tilde{H}_k(x) \). It is defined by (see, e.g., [1, Page 787], and compare (2.1) with [97, Eqn. (5.5.3)])

\[ \tilde{H}_k(x/\sqrt{2}) := 2^{k/2} \sqrt{k!} H_k(x). \]
(iii) In [7], so-called "normalized Hermite polynomials" are introduced as
\[ \tilde{H}_k(x) := [x^{1/2} 2^k k!]^{1/2} (-1)^k e^{-x^2} \frac{d^k}{dx^k} e^{-x^2}. \]

The \( \tilde{H}_k \) are an orthonormal basis (ONB for short) for \( L^2(\mathbb{R}, \tilde{\gamma}) \) with the weight \( \tilde{\gamma} = \exp(-x^2) \, dx \), i.e., (compare, e.g., [97, Eqn. (5.5.1)])
\[ \int_{\mathbb{R}} \tilde{H}_n(x) \tilde{H}_{n'}(x) \exp(-x^2) \, dx = \delta_{nn'}, \quad n, n' \in \mathbb{N}_0. \]

(iv) With the Hermite polynomials \( \tilde{H}_k \), in [64] Hermite functions are introduced for \( k \in \mathbb{N}_0 \) as
\[ h_k(x) := \exp(-x^2/2) \tilde{H}_k(x), \quad x \in \mathbb{R}. \]

(v) It has been shown in [64, Theorem 1] that in order for functions \( f : \mathbb{C} \to \mathbb{C} \) defined in the strip \( \mathcal{S}(\rho) := \{ z \in \mathbb{C} : z = x + iy, \, x, y \in \mathbb{R}, \, |y| < \rho \} \) to admit a Fourier-Hermite expansion
\[ \sum_{n=0}^{\infty} f_n h_n(z), \quad f_n := \int_{\mathbb{R}} f(x) h_n(x) \, dx = \int_{\mathbb{R}} f(x) \tilde{H}_n(x) \exp(-x^2) \, dx \]
which converges to \( f(z) \) for \( z \in \mathcal{S}(\rho) \) a necessary and sufficient condition is that a) \( f \) is holomorphic in \( \mathcal{S}(\rho) \subset \mathbb{C} \) and b) for every \( 0 < \rho' < \rho \) there exists a finite bound \( B(\rho') \) such that
\[ |f(x + iy)| \leq B(\rho') \exp[-|x| (\beta^2 + y^2)^{1/2}], \quad x \in \mathbb{R}, |y| \leq \rho'. \]

There is a constant \( C(f) > 0 \) such that for the Fourier-Hermite coefficients \( f_n \), holds
\[ |f_n| \leq C \exp(-\rho \sqrt{2n + 1}) \quad \forall n \in \mathbb{N}_0. \]

We state several basic properties of the Hermite polynomials \( H_k \) defined in (2.1).

Lemma 2.4. The collection \( (H_k)_{k \in \mathbb{N}_0} \) of Hermite polynomials (2.1) in \( \mathbb{R} \) has the following properties.

(i) \( (H_k)_{k \in \mathbb{N}_0} \) is an ONB of the space \( L^2(\mathbb{R}, \gamma_1) \).

(ii) for every \( k \in \mathbb{N} \) holds: \( H'_k(x) = \sqrt{k} H_{k-1}(x) = H_k(x) - \sqrt{k+1} H_{k+1}(x) \).

(iii) for all \( x_1, \ldots, x_d \in \mathbb{R} \) holds
\[ \prod_{i=1}^{d} \sqrt{k_i!} H_{k_i}(x_i) = \frac{\partial^{k_1 + \ldots + k_d}}{\partial t_1^{k_1} \ldots \partial t_d^{k_d}} \exp \left( \sum_{i=1}^{d} t_i x_i - \frac{1}{2} \sum_{i=1}^{d} t_i^2 \right) |t_1 = \ldots = t_d = 0. \]

(iv) for every \( f \in C^\infty(\mathbb{R}) \) such that \( f^{(k)} \in L^2(\mathbb{R}, \gamma_1) \) for all \( k \in \mathbb{N}_0 \) holds
\[ I_k(f) := \int_{\mathbb{R}} f H_k \, d\gamma_1 = \frac{(-1)^k}{\sqrt{k!}} \int_{\mathbb{R}} f^{(k)} \, d\gamma_1, \]
and, hence, in \( L^2(\mathbb{R}, \gamma_1) \),
\[ f = \sum_{k \in \mathbb{N}_0} \frac{(-1)^k}{\sqrt{k!}} (f^{(k)}, 1)_{L^2(\mathbb{R}, \gamma_1)} H_k. \]
It follows from item (i) of this lemma in particular that
\[
\left\{ H_\nu : \nu \in \mathbb{N}_0^d \right\} \text{ is an ONB of } L^2(\mathbb{R}^d, \gamma_d).
\]
Denote for \( k \in \mathbb{N}_0 \) and \( d \in \mathbb{N} \) by \( \mathcal{H}_k \) the space of \( d \)-variate Hermite polynomials which are homogeneous of degree \( k \), ie.,
\[
\mathcal{H}_k := \text{span} \left\{ H_\nu : \nu \in \mathbb{N}_0^d, |\nu| = k \right\}.
\]
Then \( \mathcal{H}_k \) ("homogeneous PC of degree \( k \" [100]) is a closed, linear subspace of \( L^2(\mathbb{R}^d, \gamma_d) \) and
\[
L^2(\mathbb{R}^d, \gamma_d) = \bigoplus_{k \in \mathbb{N}_0} \mathcal{H}_k \text{ in } L^2(\mathbb{R}^d, \gamma_d).
\]

2.2 Gaussian measures on separable locally convex spaces

An important mathematical ingredient in a number of applications, in particular in UQ, Bayesian PDE inversion, risk analysis, but also in statistical learning theory applied to input-output maps for PDEs, is the construction of measures on function spaces. A particular interest is on GMs on separable on Hilbert or Banach or, more generally, on locally convex spaces of uncertain input data for PDEs. Accordingly, we review constructions of such measures, in terms of suitable bases of the input spaces. This implies, in particular, separability of the spaces of admissible PDE inputs or, at least, the uncertain input data being a separably-valued random element of otherwise nonseparable spaces (such as, e.g., \( L^\infty(\Omega) \)) of valid inputs for the PDE of interest.

Let \((\Omega, \mathcal{A}, \mu)\) be a measure space and \( 1 \leq p < \infty \). Recall that the normed space \( L^p(\Omega, \mu) \) is defined as the space of all \( \mu \)-measurable functions \( u \) from \( \Omega \) to \( \mathbb{R} \) such that the norm
\[
\|u\|_{L^p(\Omega, \mu)} := \left( \int_{\Omega} |u(x)|^p \, d\mu(x) \right)^{1/p} < \infty.
\]

Throughout this section, \( X \) will denote a real, separable and locally convex space with Borel \( \sigma \)-field \( B(X) \) and with dual space \( X^* \).

**Example 2.5.** Let \( \mathbb{R}^\infty \) be the linear space of all sequences \( y = (y_j)_{j \in \mathbb{N}} \) with \( y_j \in \mathbb{R} \). This linear space becomes a locally convex space (still denoted by \( \mathbb{R}^\infty \)) equipped with the topology generated by the countable family of semi-norms
\[
p_j(y) := |y_j|, \quad j \in \mathbb{N}.
\]
The locally convex space \( \mathbb{R}^\infty \) is separable and complete and, therefore, a Fréchet space. However, it is in general not normable, and hence in general not a Banach space.

**Example 2.6.** Let \( D \subset \mathbb{R}^d \) be a bounded Lipschitz domain.

(i) The Banach spaces \( C(D) \) and \( L^1(D) \) are separable.

(ii) Spaces \( C^s(D) \) for \( 0 < s < 1 \) are not separable. The subspace \( C^s(D) \) of functions \( u \in C^s(D) \) for which
\[
\lim_{x_1, x_2 \in D, x_1 \to x_2} \frac{|u(x_1) - u(x_2)|}{|x_1 - x_2|^s} = 0
\]
is separable, when endowed with the norm of \( C^s(D) \).
(iii) The Sobolev spaces $W^p_s(D)$ for $s \geq 0$ and for $1 \leq p < \infty$ are separable.

(iv) The Sobolev spaces $W^\infty_s(D)$ for $s \geq 0$ are complete, but not separable.

We review and present constructions of GMs $\gamma$ on $X$.

### 2.2.1 Cylindrical sets

Cylindrical sets are subsets of $X$ of the form

$$ C = \{ x \in X : (l_1(x), \ldots, l_n(x)) \in C_0 : C_0 \in B(\mathbb{R}^n), l_i \in X^* \}, \text{ for some } n \in \mathbb{N}. $$

Here, the Borel set $C_0 \in B(\mathbb{R}^n)$ is sometimes referred to as basis of the cylinder $C$. We denote by $E(X)$ the $\sigma$-field generated by all cylindrical subsets of $X$. It is the smallest $\sigma$-field for which all continuous linear functionals are measurable. Evidently then $E(X) \subset B(X)$, with in general strict inclusion (see, e.g., [19, A.3.8]). If, however, $X$ is separable, then $E(X) = B(X)$ ([19, Theorem A.3.7]).

Sets of the form

$$ \{ y \in \mathbb{R}^\infty : (y_1, \ldots, y_n) \in B, B \in B(\mathbb{R}^n), n \in \mathbb{N} \} $$

generate $B(\mathbb{R}^\infty)$ [19, Lemma 2.1.1], and a set $C$ belongs to $B(X)$ iff it is of the form

$$ C = \{ x \in X : (l_1(x), \ldots, l_n(x), \ldots) \in B, \text{ for } l_i \in X^*, B \in B(\mathbb{R}^\infty) \}, $$

(see, e.g., [19, Lemma 2.1.2]).

### 2.2.2 Definition and basic properties of Gaussian measures

**Definition 2.7** ([19, Definition 2.2.1]). A probability measure $\gamma$ defined on the $\sigma$-field $E(X)$ generated by $X^*$ is called Gaussian if, for any $f \in X^*$ the induced measure $\gamma \circ f^{-1}$ on $\mathbb{R}$ is Gaussian.

The measure $\gamma$ is centered or symmetric if all measures $\gamma \circ f^{-1}$, $f \in X^*$ are centered.

Let $(\Omega, \mathcal{A}, \mathbb{P})$ be a probability space. A random field $u$ taking values in $X$ (recall that throughout, $X$ is a separable locally convex space) is a map $u : \Omega \to X$ such that

$$ \forall B \in B(X) : \ u^{-1}(B) \in \mathcal{A}. $$

The law of the random field $u$ is the probability measure $m_u$ on $(X, B(X))$ which is defined as

$$ m_u(B) := \mathbb{P}(u^{-1}(B)), \quad B \in B(X). $$

The random field $u$ is said to be Gaussian if its law is a GM on $(X, B(X))$.

Images of GMs under continuous, affine transformations on $X$ are Gaussian.

**Lemma 2.8** ([19, Lemma 2.2.2]). Let $\gamma$ be a GM on $X$ and let $T : X \to Y$ be a linear map to another locally convex space $Y$ such that $l \circ T \in X^*$ for all $l \in Y^*$. Then $\gamma \circ T^{-1}$ is a GM on $Y$.

This remains true for the affine map $x \mapsto Tx + \mu$ for some $\mu \in Y$.

The Fourier transform of a measure $\mathfrak{m}$ over $(X, B(X))$ is given by

$$ \hat{\mathfrak{m}} : X^* \to \mathbb{C} : f \mapsto \hat{\mathfrak{m}}(f) := \int_X \exp(\langle f(x) \rangle) \, \mathfrak{m}(x). $$
Theorem 2.9 ([19, Theorem 2.2.4]). A measure $\gamma$ on $X$ is Gaussian iff its Fourier transform $\hat{\gamma}$ can be expressed with some linear functional $L(\cdot)$ on $X^*$ and a symmetric bilinear form $B(\cdot, \cdot)$ on $X^* \times X^*$ such that $f \mapsto B(f, f)$ is nonnegative as

$$\forall f \in X^*: \quad \hat{\gamma}(f) = \exp \left( i L(f) - \frac{1}{2} B(f, f) \right).$$  

(2.2)

A GM $\gamma$ on $X$ is therefore characterized by $L$ and $B$. It also follows from (2.2) that a GM $\gamma$ on $X$ is centered iff $\gamma(A) = \gamma(-A)$ for all $A \in \mathcal{B}(X)$, i.e., iff $L = 0$ in (2.2).

Definition 2.10. Let $\mathfrak{m}$ be a measure on $\mathcal{B}(X)$ such that $X^* \subset L^2(\mathfrak{m})$. Then the element $a_{\mathfrak{m}} \in (X^*)'$ in the algebraic dual $(X^*)'$ defined by

$$a_{\mathfrak{m}}(f) := \int_X f(x) \, d\mathfrak{m}(x), \quad f \in X^*$$

is called mean of $\mathfrak{m}$.

The operator $R_{\mathfrak{m}} : X^* \to (X^*)'$ defined by

$$R_{\mathfrak{m}}(f)(g) := \int_X [f(x) - a_{\mathfrak{m}}(f)][g(x) - a_{\mathfrak{m}}(g)] \, d\mathfrak{m}(x)$$

is called covariance operator of $\mathfrak{m}$. The quadratic form on $X^*$ is called covariance of $\mathfrak{m}$.

When $X$ is a real separable Hilbert space, one can say more.

Definition 2.11 (Nuclear operators). Let $H_1$, $H_2$ be real separable Hilbert spaces with the norms $\| \cdot \|_{H_1}$ and $\| \cdot \|_{H_2}$, respectively, and with corresponding inner products $(\cdot, \cdot)_{H_i}$, $i = 1, 2$.

A linear operator $K \in \mathcal{L}(H_1, H_2)$ is called nuclear or trace class if it can be represented as

$$\forall u \in H_1: \quad Ku = \sum_{k \in \mathbb{N}} (u, x_{1k})_{H_1} x_{2k} \text{ in } H_2.$$

Here, $(x_{ik})_{k \in \mathbb{N}} \subset H_i$, $i = 1, 2$ are such that $\sum_{k \in \mathbb{N}} \| x_{1k} \|_{H_1} \| x_{2k} \|_{H_2} < \infty$.

We denote by $\mathcal{L}_1(H_1, H_2) \subset \mathcal{L}(H_1, H_2)$ the space of all nuclear operators. This is a separable Banach space when it is endowed with nuclear norm

$$\| K \|_1 := \inf \left\{ \sum_{k \in \mathbb{N}} \| x_{1k} \|_{H_1} \| x_{2k} \|_{H_2} \mid Ku = \sum_{k \in \mathbb{N}} (u, x_{1k})_{H_1} x_{2k} \right\}$$

When $X = H_1 = H_2$, we also write $\mathcal{L}_1(X)$.

Proposition 2.12 ([19, Theorem 2.3.1]). Let $\gamma$ be a GM on a separable Hilbert space $X$ with innerproduct $(\cdot, \cdot)_X$, and let $X^*$ denote its dual, identified with $X$ via the Riesz isometry.

Then there exist $\mu \in X$ and a symmetric, nonnegative nuclear operator $K \in \mathcal{L}_1(X)$ such that the Fourier transform $\hat{\gamma}$ of $\gamma$ is

$$\hat{\gamma} : X \to \mathbb{C} : x \mapsto \exp \left( i(\mu, x)_X - \frac{1}{2}(Kx, x)_X \right).$$  

(2.3)
Remark 2.13. Consider that \( X \) is a real, separable Hilbert space with innerproduct \( (\cdot,\cdot)_X \) and assume given a GM \( \gamma \) on \( X \).

(i) In (2.3), \( K \in \mathcal{L}(X) \) and \( \mu \in X \) are determined by

\[
\forall u,v \in X : (\mu,v)_X = \int_X (x,v)_X \, d\gamma(x), \quad (Ku,v)_X = \int_X (u,x-\mu)_X \, d\gamma(x).
\]

The closure of \( X = X^* \) in \( L^2(X,\gamma) \) then equals the completion of \( X \) with respect to the norm \( x \mapsto \|K^{1/2}x\|_X = \sqrt{(Kx,x)_X} \). Let \( (e_n)_{n \in \mathbb{N}} \) denote the ONB of \( X \) formed by eigenvectors of \( K \), with corresponding real, non-negative eigenvalues \( k_n \in \mathbb{N}_0 \), i.e., \( Ke_n = k_ne_n \) for \( n = 1,2,\ldots \). Then the completion can be identified with the weighted sequence (Hilbert) space

\[
\left\{ (x_n)_{n \in \mathbb{N}} : \sum_{n \in \mathbb{N}} k_n x_n^2 < \infty \right\}.
\]

The nuclear operator \( K \) is the covariance of the GM \( \gamma \) on the Hilbert space \( X \).

(ii) In coordinates \( y = (y_j)_{j \in \mathbb{N}} \in \ell^2(\mathbb{N}) \) associated to the ONB \( (e_n)_{n \in \mathbb{N}} \) of \( X \), (2.3) takes the form

\[
\tilde{\gamma} : \ell^2(\mathbb{N}) \to \mathbb{C} : y \mapsto \exp \left( \sum_{n \in \mathbb{N}} a_n y_n - \frac{1}{2} \sum_{n \in \mathbb{N}} k_n y_n^2 \right).
\]

(iii) Consider \( a = 0 \in X \) and, for finite \( n \in \mathbb{N} \), a cylindrical set \( C = P^-_n(B) \) with \( P^-_n \) denoting the orthogonal projection onto \( X_n := \text{span}\{ e_j : j = 1,\ldots,n \} \subset X \), and with \( B \in B(X_n) \). Then

\[
\gamma(C) = \int_B \prod_{j=1}^n (2\pi k_j)^{-1/2} \exp \left( -\frac{1}{2k_j} y_j^2 \right) \, dy_1 \cdots dy_n.
\]

For \( f \in X^* \) and \( x \in X \), one frequently writes the \( X^* \times X \) duality pairing as

\[
(f,x) = \langle f,x \rangle.
\]

With the notation from Definition 2.10, the covariance operator \( C_g = R_{\gamma_g} \) in Definition 2.10 of a centered, Gaussian random vector \( g : (\Omega,A,\gamma_g) \to X \) with Gaussian law \( \gamma_g \) on a separable, real Banach space \( X \) admits the representations

\[
R_{\gamma_g} = C_g : X^* \to X : C_g \varphi := \mathbb{E}(\varphi,g)g, \quad C_g : X^* \times X^* \to \mathbb{R} : (\psi,\varphi) \mapsto \langle \psi,C_g \varphi \rangle.
\]

2.3 Cameron-Martin space

Let \( X \) be a real separable locally convex space and \( \gamma \) a GM on \( \mathcal{E}(X) \) such that \( X^* \subset L^2(X,\gamma) \). Then, for every \( \varphi \in X^* \), the image measure \( \varphi(\gamma) \) is a GM on \( \mathbb{R} \). By [19, Theorem 3.2.3], there exists a unique \( a_\gamma \in X \), the mean of \( \gamma \), such that

\[
\forall \varphi \in X^* : \quad \varphi(a_\gamma) = \int_X \varphi(h) \, d\gamma(h).
\]
Denote by $X^\ast_\gamma$ the closure of the set $\{\varphi - \varphi(a_\gamma), \varphi \in X^\ast\}$ embedded into the normed space $L^2(X, \gamma)$ w.r.t. its norm.

The covariance operator, $R\gamma$, of $\gamma$ is formally given by

$$\forall \varphi, \psi \in X^\ast : \langle R\gamma \varphi, \psi \rangle = \int_X \varphi(h - a_\gamma)\psi(h - a_\gamma) \, d\gamma(h). \quad (2.4)$$

As $X$ is a separable locally convex space, [19, Theorem 3.2.3] implies that there is a unique linear operator $R\gamma : X^\ast \to X$ such that (2.4) holds. We define

$$\forall \varphi \in X^\ast : \sigma(\varphi) := \sqrt{\langle R\gamma \varphi, \varphi \rangle}.$$ 

If $h = R\gamma \varphi$ for some $\varphi \in X^\ast$, the map $h \mapsto \|h\| := \sigma(\varphi)$ defines a norm on range($R\gamma$) $\subset X$. There holds [19, Lemma 2.4.1] $\|h\| = \|h\|_{H(\gamma)} = \|\varphi\|_{L^2(X, \gamma)}$.

The Cameron-Martin space of the GM $\gamma$ on $X$ is the completion of the range of $R\gamma$ in $X$ with respect to the norm $\|\varphi\|$. The Cameron-Martin space of the GM $\gamma$ on $X$ is denoted by $H(\gamma)$. It is also called the reproducing kernel Hilbert space (RKHS for short). By [19, Theorem 3.2.7], $H(\gamma)$ is a separable Hilbert space, and $H(\gamma) \subset X$ with continuous embedding, according to [19, Proposition 2.4.6]. In case that $X \subset Y$ for another Banach space, with continuous and linear embedding, the Cameron-Martin spaces for $X$ and $Y$ coincide. For example, in the context of Remark 2.13, item (i), $H(\gamma) = K(X^\ast_\gamma)$.

Being a Hilbert space, introduce an innerproduct $(\cdot, \cdot)_{H(\gamma)}$ on $H(\gamma)$ compatible with the norm $\|\varphi\|_{H(\gamma)}$ via the parallelogram law. Then there holds

$$\forall \varphi \in X^\ast \forall f \in H(\gamma) : (f, R\gamma \varphi)_{H(\gamma)} = \varphi(f).$$

Since $H(\gamma)$ is also separable, there is an ONB.

**Proposition 2.14** ([19, Theorem 3.5.10, Corollary 3.5.11]). For a centered GM on a real, separable Banach space $X$ with norm $\|\varphi\|_X$, there exists an ONB $(e_n)_{n \in \mathbb{N}}$ of the Cameron-Martin space $H(\gamma) \subset X$ such that

$$\sum_{n \in \mathbb{N}} \|e_n\|_X^2 < \infty, \quad \forall \varphi \in X^\ast : R\gamma \varphi = \sum_{n \in \mathbb{N}} \varphi(e_n) e_n .$$

We remark that Proposition 2.14 is not true for arbitrary ONB $(e_n)_{n \in \mathbb{N}}$ of $H(\gamma)$.

### 2.4 Gaussian product measures

We recall a notion of product measures which gives an efficient method to construct Gaussian measures on a countable Cartesian product of locally convex spaces.

**Definition 2.15** (Product measure, [19, p. 372]). Let $\mu_n$ be probability measures defined on $\sigma$-fields $B_n$ in locally convex spaces $X_n$. Put

$$X := \prod_{n \in \mathbb{N}} X_n .$$

Let

$$B := \bigotimes_{n \in \mathbb{N}} B_n ,$$

and
be the $\sigma$-field generated by all the sets of the form
\[ B = B_1 \times B_2 \times \ldots \times B_n \times X_{n+1} \times X_{n+2} \times \ldots, \quad B_i \in \mathcal{B}_i. \] (2.5)

The product measure
\[ \mu := \bigotimes_{n \in \mathbb{N}} \mu_n \]
is the probability measure on $\mathcal{B}$ defined by $\mu(B) := \prod_{i=1}^{n} \mu_i(B_i)$ for the sets $B$ of the form (2.5).

**Example 2.16** ([19, Example 2.3.8]). Let $(\mu_n)_{n \in \mathbb{N}}$ be a sequence of Gaussian measures. Then the product measure $\mu := \otimes_{n \in \mathbb{N}} \mu_n$ is a Gaussian measure on $X := \prod_{n \in \mathbb{N}} X_n$. The Cameron-Martin space of $\mu$ is the Hilbert direct sum of spaces $H(\mu_n)$, i.e.,
\[ H(\mu) = \left\{ h = (h_j)_{j \in \mathbb{N}} \in X : h_j \in H(\mu_j), \quad |h_j|^2_{H(\mu_j)} = \sum_{j \in \mathbb{N}} |h_j|^2_{H(\mu_j)} \right\}. \]
The space $X_\mu^*$ is the set of all functions of the form
\[ \varphi \mapsto \sum_{j \in \mathbb{N}} f_j(\varphi_j), \quad f_j \in X_{\mu_j}^*, \quad \sum_{j \in \mathbb{N}} \sigma(f_j)^2 < \infty, \]
and
\[ a_\mu(f) = \sum_{j \in \mathbb{N}} a_{\mu_j}(f_j), \quad \forall f = (f_j)_{j \in \mathbb{N}} \in X^*. \]

**Example 2.17** ([19, Example 2.3.5]). Denote by $(\gamma_{1,n})_{n \in \mathbb{N}}$ a sequence of standard GMs on $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$. Then the product measure
\[ \gamma = \bigotimes_{n \in \mathbb{N}} \gamma_{1,n} \]
is a centered GM on $\mathbb{R}^\infty$. Furthermore, $H(\gamma) = \ell^2(\mathbb{N})$ and $X_\gamma^* \simeq \ell^2(\mathbb{N})$. If $\mu$ is a GM on $\mathbb{R}^\infty$, then the measures $\gamma$ and $\mu$ are either mutually singular or equivalent [19, Theorem 2.12.9]. The locally convex space $\mathbb{R}^\infty$ with the product measure $\gamma$ of standard GMs is the main parametric domain in the stochastic setting of UQ problems for PDEs with GRF inputs considered in the next sections.

### 2.5 Gaussian series

A key role in the numerical analysis of PDEs with GRF inputs from separable Banach spaces $E$ is played by representing these GRFs in terms of series with respect to suitable representation systems $(\psi_j)_{j \in \mathbb{N}} \in E^\infty$ of $E$ with random coefficients. There arises the question of admissibility of $(\psi_j)_{j \in \mathbb{N}} \in E^\infty$ so as to allow a) to transfer randomness of function space-valued inputs to a parametric, deterministic representation (as is customary, for example, in the transition from nonparametric to parametric models in statistics) and b) to ensure suitability for numerical approximation.

Items a) and b) are closely related to the selection of stable bases for $E$, with item b) mandating additional requirements, such as efficient accessibility for float point computations, quadrature, etc.

We first present an abstract result, Theorem 2.21 and then, in Section 2.5.2, 2.5.3, we review several concrete constructions of such series. We discuss in Sections 2.5.2, 2.5.3 several concrete examples, in particular the classical Karhunen-Loève Expansion [72, 93] of GRFs taking values in separable Hilbert space. All examples will be admissible in parametrizing GRF input data for PDEs and of Gaussian priors in the ensuing sparsity and approximation rate analysis in Sections 3 and following.
2.5.1 Some abstract results

We place ourselves in the setting of a real separable locally convex space $X$, with a GM $\gamma$ on $X$, and with associated Cameron-Martin Hilbert space $H(\gamma) \subset X$ as introduced in Section 2.3.

We first consider expansions of Gaussian random vectors with respect to orthonormal bases $(e_j)_{j \in \mathbb{N}}$ of the Cameron-Martin space $H(\gamma)$. As linear transformations of GM are Gaussian (see Lemma 2.8), we admit a linear transformation $A$.

**Theorem 2.18** ([19, Theorems. 3.5.1, 3.5.7, (3.5.4)]). Let $\gamma$ be a centered GM on a real separable locally convex space $X$ with Cameron-Martin space $H(\gamma)$ and with some ONB $(e_j)_{j \in \mathbb{N}}$ of $H(\gamma)$. Let further denote $(y_j)_{j \in \mathbb{N}}$ any sequence of independent standard Gaussian RVs on a probability space $(\Omega, \mathcal{A}, P)$ and let $A \in \mathcal{L}(H(\gamma))$ be arbitrary.

Then the Gaussian series

$$\sum_{j \in \mathbb{N}} y_j(\omega) e_j$$

converges $\mathbb{P}$-a.s. in $X$. The law of its limit is a centered GM $\lambda$ with covariance $R_\lambda$ given by

$$R_\lambda(f)(g) = (A^* R_\gamma(f), A^* R_\gamma(g))_{H(\gamma)}.$$ 

Furthermore, there holds of independent standard Gaussian RVs on a probability space $(\Omega, \mathcal{A}, P)$.

$$\int_X f(x) \gamma(\mathrm{d}x) = \int_{\Omega} f\left(\sum_{j \in \mathbb{N}} y_j(\omega) e_j\right) \mathrm{d}P(\omega).$$

If $X$ is a real separable Banach space $X$ with norm $\|\cdot\|_X$, for all sufficiently small constants $c > 0$ holds

$$\lim_{n \to \infty} \int_{\Omega} \exp\left( c \left\| \sum_{j=n}^{\infty} y_j(\omega) A e_j \right\|_X^2 \right) \mathrm{d}P(\omega) = 1$$

In particular, for every $p \in [1, \infty)$ we have $\left\| \sum_{j=n}^{\infty} y_j A e_j \right\|_X^p \to 0$ in $L^1(\Omega, P)$ as $n \to \infty$.

Often, in numerical applications, ensuring orthonormality of the basis elements could be computationally costly. It is therefore of some interest to consider Gaussian series with respect to more general representation systems $(\psi_j)_{j \in \mathbb{N}}$. An important notion is admissibility of such systems.

**Definition 2.19.** Let $X$ be a real, separable locally convex space, and let $g : (\Omega, \mathcal{A}, P) \to X$ be a centered Gaussian random vector with law $\gamma_g = P_X$. Let further $(y_j)_{j \in \mathbb{N}}$ be a sequence of i.i.d. standard real Gaussian RVs $y_j \sim \mathcal{N}(0,1)$.

A sequence $(\psi_j)_{j \in \mathbb{N}} \in X^\infty$ is called admissible for $g$ if

$$\sum_{j \in \mathbb{N}} y_j \psi_j$$

converges $\mathbb{P}$-a.s. in $X$ and $g = \sum_{j \in \mathbb{N}} y_j \psi_j$.

To state the next theorem, we recall the notion of frames in separable Hilbert space (see, e.g., [60] and the references there for background and theory of frames. In the terminology of frame theory, Parseval frames correspond to tight frames with frame bounds equal to 1).
Definition 2.20. A sequence \((\psi_j)_{j \in \mathbb{N}} \subset H\) in a real separable Hilbert space \(H\) with inner product \((\cdot, \cdot)_H\) is a Parseval frame of \(H\) if

\[
\forall f \in H : \quad f = \sum_{j \in \mathbb{N}} (\psi_j, f)_H \psi_j \quad \text{in} \quad H.
\]

The following result, from [82], characterizes admissible affine representation systems for GRFs \(u\) taking values in real, separable Banach spaces \(X\).

Theorem 2.21 ([82, Theorem 1]). (i) In a real, separable Banach space \(X\) with a centered GM \(\gamma\) on \(X\), a representation system \(\Psi = (\psi_j)_{j \in \mathbb{N}} \in X^\infty\) is admissible for \(\gamma\) iff \(\Psi\) is a Parseval frame for the Cameron-Martin space \(H(\gamma) \subset X\), i.e.,

\[
\forall f \in H(\gamma) : \quad \|f\|_{H(\gamma)}^2 = \sum_{j \in \mathbb{N}} |\langle f, \psi_j \rangle|^2.
\]

(ii) Let \(u\) denote a GRF taking values in \(X\) with law \(\gamma\) and with RKHS \(H(\gamma)\). For a countable collection \(\Psi = (\psi_j)_{j \in \mathbb{N}} \in X^\infty\) the following are equivalent:

(i) \(\Psi\) is a Parseval frame of \(H(\gamma)\) and

(ii) there is a sequence \(y = (y_j)_{j \in \mathbb{N}}\) of i.i.d standard Gaussian RVs \(y_j\) such that there holds \(\gamma - \text{a.s.}\) the representation

\[
\forall f \in H(\gamma) : \quad f = \sum_{j \in \mathbb{N}} y_j \psi_j \quad \text{in} \quad H(\gamma).
\]

(iii) Consider a GRF \(u\) taking values in \(X\) with law \(\gamma\) and covariance \(R_\gamma \in \mathcal{L}(X', X)\). If \(R_\gamma = SS'\) with \(S \in \mathcal{L}(K, X)\) for some separable Hilbert space \(K\), the countable collection \(\Psi = S\Phi = (S\varphi_j)_{j \in \mathbb{N}}\) is a Parseval frame of the RKHS \(H(\gamma)\) of \(u\).

The last assertion in the preceding result is [82, Proposition 1]. It generalizes the observation that for a symmetric positive definite matrix \(M\) in \(\mathbb{R}^d\), any factorization \(M = LL^\top\) implies that for \(z \sim \mathcal{N}(0, I)\) it holds \(Lz \sim \mathcal{N}(0, M)\). The result is useful in building customized representation systems \(\Psi\) which are frames of a GRF \(u\) with computationally convenient properties in particular applications.

We review several widely used constructions of Parseval frames. These comprise expansions in eigenfunctions of the covariance operator \(K\) (referred to also as principal component analysis, or as “Karhunen-Loève expansions”), but also “eigenvalue-free” multiresolution constructions (generalizing the classical Lévy-Cieselski construction of the Brownian bridge) for various geometric settings, in particular bounded subdomains of euclidean space, compact manifolds without boundary etc. Any of these constructions will be admissible as representation system for GRF input of PDEs for which our ensuing results will apply.

Example 2.22 (Brownian bridge). On the bounded time interval \([0, T]\), consider the Brownian bridge \((B_t)_{t \geq 0}\). It is defined in terms of a Wiener process \((W_t)_{t \geq 0}\) by conditioning as

\[
(B_t)_{0 \leq t \leq T} := \{ (W_t)_{0 \leq t \leq T} | W_T = 0 \}.
\]
It is a simple example of kriging applied to the GRF $W_t$.

The covariance function of the GRF $B_t$ is easily calculated as

$$k_B(s, t) = \mathbb{E}[B_s B_t] = s(T - t)/T \text{ if } s < t.$$  

Various other representations of $B_t$ are

$$B_t = W_t - \frac{t}{T} W_T = \frac{T-t}{\sqrt{T}} W_t/(T-t).$$

The RKHS $H(\gamma)$ corresponding to the GRF $B_t$ is the Sobolev space $H^1_0(0, T)$.

2.5.2 Karhunen-Loève expansion

A widely used representation system in the analysis and computation of GRFs is the so-called Karhunen-Loève expansion (KL expansion for short) of GRFs, going back to [72]. We present main ideas and definitions, in a generic setting of [74], see also [3, Chap. 3.3].

Let $\mathcal{M}$ be a compact space with metric $\rho : \mathcal{M} \times \mathcal{M} \to \mathbb{R}$ and with Borel sigma-algebra $\mathcal{B} = \mathcal{B}(\mathcal{M})$. Assume given a Borel measure $\mu$ on $(\mathcal{M}, \mathcal{B})$. Let further $(\Omega, \mathcal{A}, \mathbb{P})$ be a probability space. Examples are $\mathcal{M} = D$ a bounded domain in Euclidean space $\mathbb{R}^d$, with $\rho$ denoting the Euclidean distance between pairs $(x, x')$ of points in $D$, and $\mathcal{M}$ being a smooth, closed 2-surface in $\mathbb{R}^3$, where $\rho$ is the geodesic distance between pairs of points in $\mathcal{M}$.

Consider a measurable map $Z : (\mathcal{M}, \mathcal{B}) \otimes (\Omega, \mathcal{A}) \to \mathbb{R} : (x, \omega) \mapsto Z_x(\omega) \in \mathbb{R}$ such that for each $x \in \mathcal{M}$, $Z_x$ is a centered, Gaussian RV. We call the collection $(Z_x)_{x \in \mathcal{M}}$ a GRF indexed by $\mathcal{M}$.

Assume furthermore for all $n \in \mathbb{N}$, for all $x_1, \ldots, x_n \in \mathcal{M}$ and for every $\xi_1, \ldots, \xi_n \in \mathbb{R}$

$$\sum_{i=1}^n \xi_i Z_{x_i} \text{ is a centered Gaussian RV.}$$

Then the covariance function

$$K : \mathcal{M} \times \mathcal{M} \to \mathbb{R} : (x, x') \mapsto K(x, x')$$

associated with the centered GRF $(Z_x)_{x \in \mathcal{M}}$ is defined pointwise by

$$K(x, x') := \mathbb{E}[Z_x Z_{x'}] \quad x, x' \in \mathcal{M}.$$  

Evidently, the covariance function $K : \mathcal{M} \times \mathcal{M} \to \mathbb{R}$ corresponding to a Gaussian RV indexed by $\mathcal{M}$ is a real-valued, symmetric, and positive definite function, i.e., there holds

$$\forall n \in \mathbb{N} \forall (x_j)_{1 \leq j \leq n} \in \mathcal{M}^n, \forall (\xi_j)_{1 \leq j \leq n} \in \mathbb{R}^n : \sum_{1 \leq i,j \leq n} \xi_i \xi_j K(x_i, x_j) \geq 0.$$  

The operator $K \in \mathcal{L}(L^2(\mathcal{M}, \mu), L^2(\mathcal{M}, \mu))$ defined by

$$\forall f \in L^2(\mathcal{M}, \mu) : (Kf)(x) := \int_{\mathcal{M}} K(x, x') f(x') \, d\mu(x') \quad x \in \mathcal{M}$$
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is a self-adjoint, compact positive operator on $L^2(M, \mu)$. Furthermore, $K$ is trace-class and $K(L^2(M, \mu)) \subset C(M, \mathbb{R})$.

The spectral theorem for compact, self-adjoint operators on the separable Hilbert space $L^2(M, \mu)$ ensures the existence of a sequence $\lambda_1 \geq \lambda_2 \geq \ldots \geq 0$ of real eigenvalues of $K$ (counted according to multiplicity and accumulating only at zero) with associated eigenfunctions $\psi_k \in L^2(M, \mu)$ normalized in $L^2(M, \mu)$, i.e., for all $k \in \mathbb{N}$ holds

$$K\psi_k = \lambda_k \psi_k \quad \text{in} \quad L^2(M, \mu), \quad \int_M \psi_k(x)\psi_\ell(x) \, d\mu(x) = \delta_{k\ell}, \ k, \ell \in \mathbb{N}.$$  

Then, there holds $\psi_k \in C(M; \mathbb{R})$ and the sequence $(\psi_k)_{k \in \mathbb{N}}$ is an ONB of $L^2(M, \mu)$. From Mercer’s theorem (see, e.g., [93]), there holds the Mercer expansion

$$\forall x, x' \in M : \ K(x, x') = \sum_{k \in \mathbb{N}} \lambda_k \psi_k(x)\psi_k(x')$$

with absolute and uniform convergence on $M \times M$. This result implies that

$$\lim_{m \to \infty} \int_{M \times M} \left| K(x, x') - \sum_{j=1}^m \lambda_j \psi_j(x)\psi_j(x') \right|^2 \, d\mu(x) \, d\mu(x') = 0.$$  

We denote by $H \subset L^2(\Omega, \mathbb{P})$ the $L^2(M, \mu)$ closure of finite linear combinations of $(Z_x)_{x \in M}$. This so-called Gaussian space (e.g. [70]) is a Hilbert space when equipped with the $L^2(M, \mu)$ innerproduct. Then, the sequence $(B_k)_{k \in \mathbb{N}} \subset \mathbb{R}$ defined by

$$\forall k \in \mathbb{N} : \ B_k(\omega) := \frac{1}{\sqrt{\lambda_k}} \int_M Z_x(\omega)\psi_k(x) \, d\mu(x) \in H$$

is a sequence of i.i.d, $N(0, 1)$ RVs. The expression

$$\hat{Z}_x(\omega) := \sum_{k \in \mathbb{N}} \sqrt{\lambda_k} \psi_k(x)B_k(\omega) \quad (2.7)$$

is a modification of $Z_x(\omega)$, i.e., for every $x \in M$ holds that $\mathbb{P}(\{Z_x = \hat{Z}_x\}) = 1$, which is referred to as Karhunen-Loève expansion of the GRF $\{Z_x : x \in M\}$.

**Example 2.23** (KL expansion of the Brownian bridge (2.6)). On the compact interval $M = [0, T] \subset \mathbb{R}$, the KL expansion of the Brownian bridge is

$$B_t = \sum_{k \in \mathbb{N}} Z_k \frac{\sqrt{2T}}{k\pi} \sin(k\pi t/T), \quad t \in [0, T].$$

Then

$$H(\gamma) = H^0_1(0, T) = \text{span}\{\sin(k\pi t/T) : k \in \mathbb{N}\}.$$  

In view of GRFs appearing as diffusion coefficients in elliptic and parabolic PDEs, criteria on their path regularity are of some interest. Many such conditions are known and we present some of these, from [3, Chapter 3.2, 3.3].
Proposition 2.24. For any compact set $\mathcal{M} \subset \mathbb{R}^d$, if for $\alpha > 0$, $\eta > \alpha$ and some constant $C > 0$ holds

$$\mathbb{E}(|Z_{x+h} - Z_x|^\alpha) \leq C \frac{|h|^{2d}}{\log |h|^{1+\eta}}, \quad (2.8)$$

then

$$x \to Z_x(\omega) \in C^0(\mathcal{M}) \quad \mathbb{P} - a.s.$$ \hspace{1cm}

Choosing $\alpha = 2$ in (2.8), we obtain for $\mathcal{M} = \overline{D}$, where $D \subset \mathbb{R}^d$ is a bounded Lipschitz domain, the sufficient criterion that there exist $C > 0$, $\eta > 2$ with

$$\forall x \in D : \quad K(x + h, x + h) - K(x + h, x) - K(x, x + h) + K(x, x) \leq C \frac{|h|^{2d}}{\log |h|^{1+\eta}}.$$ \hspace{1cm}

This is to hold for some $\eta > 2$ with the covariance kernel $K$ of the GRF $Z$, in order to ensure that $[x \mapsto Z_x] \in C^1(\mathbb{D}) \subset W^1_0(\mathbb{D})$ $\mathbb{P}$-a.s., see [3, Theorem 3.2.5, page 49 bottom].

Further examples of explicit Karhunen-Loève expansions of GRFs can be found in [78, 32, 74] and a statement for $\mathbb{P}$-a.s Hölder continuity of GRFs $Z$ on smooth manifolds $\mathcal{M}$ is proved in [4].

2.5.3 Multiresolution representations of GRFs

KL expansions (2.7) provide an important source of concrete examples of Gaussian series representations of GRFs $u$ in Theorem 2.18. Since KL expansions involve the eigenfunctions of the covariance operators of the GRF $u$, all terms in these expansions are, in general, globally supported in the physical domain $M$ indexing the GRF $u$. Often, it is desirable to have Gaussian series representations of $u$ in Theorem 2.18 where the elements $(e_n)_{n \in \mathbb{N}}$ of the representation system are locally supported in the indexing domain $\mathcal{M}$.

Example 2.25 (Lévy-Cieselsky representation of Brownian bridge, [31]). Consider the Brownian bridge $(B_t)_{0 \leq t \leq T}$ from Examples 2.22, 2.23. For $T = 1$, it may also be represented as Gaussian series (e.g. [31])

$$B_t = \sum_{j \in \mathbb{N}} \sum_{k=0}^{2^j-1} Z_{jk} 2^{-j/2} h(2^j t - k) = \sum_{j \in \mathbb{N}} \sum_{k=0}^{2^j-1} Z_{jk} \psi_{jk}(t), \quad t \in \mathcal{M} = [0, 1].$$

where

$$\psi_{jk}(t) := 2^{-j/2} h(2^j t - k),$$

with $h(s) := \max\{1-2|s-1/2|, 0\}$ denoting the standard, continuous piecewise affine “hat” function on $(0, 1)$. Here, $\mu$ is the Lebesgue measure in $\mathcal{M} = [0, 1]$, and $Z_{jk} \sim \mathcal{N}(0, 1)$ are i.i.d standard normal RVs.

By suitable reordering of the index pairs $(j, k)$, e.g. via the bijection $(j, k) \mapsto j := 2^j + k$, the representation (2.25) is readily seen to be a special case of Theorem 2.21, item ii). The corresponding system

$$\Psi = \{\psi_{jk} : j \in \mathbb{N}_0, 0 \leq k \leq 2^j - 1\}$$

is, in fact, a basis for $C_0([0, 1]) := \{v \in C([0, 1]) : v(0) = v(1) = 0\}$, the so-called Schauder basis. There holds

$$\sum_{j \in \mathbb{N}} \sum_{k=0}^{2^j-1} 2^j |\psi_{jk}(t)| < \infty, \quad t \in [0, 1].$$
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for any \(0 \leq s < 1/2\). The functions \(\psi_{jk}\) are localized in the sense that \(\|\text{supp}(\psi_{jk})\| = 2^{-j}\) for \(k = 0, 1, \ldots, 2^j - 1\).

Further constructions of such multiresolution representations of GRFs with either Riesz basis or frame properties are available on polytopal domains \(M \subset \mathbb{R}^d\), (e.g. [11]), for a needlet multiresolution analysis on the 2-sphere \(M = S^2\) embedded in \(\mathbb{R}^3\), where \(\mu\) in Section 2.5.2 can be chosen as the surface measure see, also, for representation systems by so-called spherical needlets [86], [12]).

We also mention [5] for optimal approximation rates of truncated wavelet series approximations of fractional Brownian random fields, and to [74] for corresponding spectral representations.

Multiresolution constructions are also available on data-graphs \(M\) (see, e.g., [37] and the references there).

### 2.5.4 Periodic continuation of a stationary GRF

Let \((Z_x)_{x \in D}\) be a GRF indexed by \(D \subset \mathbb{R}^d\), where \(D\) is a bounded domain. We aim for representations of the general form

\[
Z_x = \sum_{j \in \mathbb{N}} \phi_j(x)y_j, \tag{2.9}
\]

where the \(y_j\) are i.i.d. \(\mathcal{N}(0, 1)\) RVs and the \((\phi_j)_{j \in \mathbb{N}}\) are a given sequence of functions defined on \(D\). One natural choice of \(\phi_j\) is \(\phi_j = \sqrt{\lambda_j}\psi_j\), where \(\psi_j\) and are the eigen-functions and \(\lambda_j\) eigenvalues of the covariance operator. However, Karhunen-Loève eigenfunctions on \(D\) are typically not explicitly known and globally supported in the physical domain \(D\). One of the strategy for deriving better representations over \(D\) is to view it as the restriction to \(D\) of a periodic Gaussian process \(Z_{x}^{\text{ext}}\) defined on a suitable larger torus \(\mathbb{T}^d\).

Since \(D\) is bounded, without loss of generality, we may the physical domain \(D\) to be contained in the box \((-\frac{1}{2}, \frac{1}{2})^d\). We wish to construct a periodic process \(Z_{x}^{\text{ext}}\) on the torus \(\mathbb{T}^d\) where \(\mathbb{T} = [-\ell, \ell]\) whose restriction of \(Z_{x}^{\text{ext}}\) on \(D\) is such that \(Z_{x}^{\text{ext}}|_D = Z_x\). As a consequence, any representation

\[
Z_{x}^{\text{ext}} = \sum_{j \in \mathbb{N}} y_j\tilde{\phi}_j
\]

yields a representation (2.9) where \(\phi_j = \tilde{\phi}_j|_D\).

Assume that \((Z_x)_{x \in D}\) is a restriction of a real-valued, stationary and centered GRF \((Z_x)_{x \in \mathbb{R}^d}\) on \(\mathbb{R}^d\) whose covariance is given in the form

\[
\mathbb{E}[Z_x Z_{x'}] = \rho(x - x'), \quad x, x' \in \mathbb{R}^d, \tag{2.10}
\]

where \(\rho\) is a real-valued, even function and its Fourier transform is a non-negative function. The extension is feasible provided that we can find an even and \(\mathbb{T}^d\)-periodic function \(\rho^{\text{ext}}\) which agree with \(\rho\) over \([-1, 1]^d\) such that the Fourier coefficients

\[
c_n(\rho^{\text{ext}}) = \int_{\mathbb{T}^d} \rho^{\text{ext}}(\xi) \exp \left(-i\frac{n}{\ell}(n, \xi)\right) d\xi, \quad n \in \mathbb{Z}^d
\]

are non-negative.

A natural way of constructing the function \(\rho^{\text{ext}}\) is by truncation and periodization. First one chooses a sufficiently smooth and even cutoff function \(\varphi_\kappa\) such that \(\varphi_\kappa|_{[-1,1]^d} = 1\) and \(\varphi_\kappa(x) = 0\)
for \( x \notin [-\kappa, \kappa]^d \) where \( \kappa = 2\ell - 1 \). Then \( \rho^\text{ext} \) is defined as the periodization of the truncation \( \rho\varphi_\kappa \), i.e.,

\[
\rho^\text{ext}(\xi) = \sum_{n \in \mathbb{Z}^d} (\rho\varphi_\kappa)(\xi + 2\ell n).
\]

It is easily seen that \( \rho^\text{ext} \) agrees with \( \rho \) over \([-1, 1]^d\) and

\[
c_n(\rho^\text{ext}) = \hat{\rho}\varphi_\kappa\left(\frac{\pi}{\ell}n\right).
\]

Therefore \( c_n(\rho^\text{ext}) \) is non-negative if we can prove that \( \hat{\rho}\varphi_\kappa(\xi) \geq 0 \) for \( \xi \in \mathbb{R}^d \). The following is given in [11].

**Theorem 2.26.** Let \( \rho \) be an even function such that

\[
c(1 + |\xi|^2)^{-s} \leq \hat{\rho}(\xi) \leq C(1 + |\xi|^2)^{-r}, \quad \xi \in \mathbb{R}^d
\]

for some \( s \geq r \geq d/2 \) and \( 0 < c \leq C \) and

\[
\lim_{R \to +\infty} \int_{|x| > R} |\partial^\alpha \rho(x)| \, dx = 0, \quad |\alpha| \leq 2\lceil s \rceil.
\]

Then for \( \kappa \) sufficiently large, there exists \( \varphi_\kappa \) satisfying \( \varphi_\kappa|[-1,1]^d = 1 \) and \( \varphi_\kappa(x) = 0 \) for \( x \notin [-\kappa, \kappa]^d \) such that

\[
0 < \hat{\rho}\varphi_\kappa(\xi) \leq C(1 + |\xi|^2)^{-r}, \quad \xi \in \mathbb{R}^d.
\]

The assertion in Theorem 2.11 implies that

\[
0 < c_n(\rho^\text{ext}) \leq C(1 + |n|^2)^{-r}, \quad n \in \mathbb{Z}^d.
\]

In the following we present an explicit construction of the function \( \varphi_\kappa \) for GRFs with Matérn covariance

\[
\rho_{\lambda,\nu}(x) := \frac{2^{1-\nu}}{\Gamma(\nu)} \left( \frac{\sqrt{2\nu}|x|}{\lambda} \right)^\nu K_\nu\left( \frac{\sqrt{2\nu}|x|}{\lambda} \right),
\]

where \( \lambda > 0, \nu > 0 \) and \( K_\nu \) is the modified Bessel functions of the second kind. Note that the Matérn covariances satisfy the assumption (2.11) with \( s = r = \nu + d/2 \).

Let \( P := 2\lceil \nu + \frac{d}{2} \rceil + 1 \) and \( N_P \) be the cardinal B-spline function with nodes \([-P, \ldots, -1, 0]\).

For \( \kappa > 0 \) we define the even function \( \varphi \in C^{P-1}(\mathbb{R}) \) by

\[
\varphi(t) = \begin{cases} 
1 & \text{if } |t| \leq \kappa/2 \\
\frac{2P}{\kappa} \int_{-\infty}^{t+\kappa/2} N_P\left( \frac{2P}{\kappa} \xi \right) \, d\xi & \text{if } t \leq -\kappa/2.
\end{cases}
\]

It is easy to see that \( \varphi(t) = 0 \) if \( |t| \geq \kappa \). We now define

\[
\varphi_\kappa(x) := \varphi(|x|).
\]

With this choice of \( \varphi_\kappa \), we have \( \rho^\text{ext} = \rho_{\lambda,\nu} \) on \([-1, 1]^d\) provided that \( \ell \geq \frac{\kappa + \sqrt{2}}{2} \). The required size of \( \kappa \) is given in the following theorem, see [13, Theorem 10].
Theorem 2.27. For \( \varphi, \kappa \) as defined above, there exist constants \( C_1, C_2 \) such that for any \( 0 < \lambda, \nu < \infty \), we have \( \hat{\varphi} \kappa \lambda, \nu > 0 \) provided that \( \kappa > 1 \) and
\[
\frac{\kappa}{\lambda} \geq C_1 + C_2 \max \left\{ \nu^2 (1 + |\ln \nu|), \nu^{-\frac{1}{2}} \right\}.
\]

Remark 2.28. The periodic random field \( Z^\text{ext}_x \) on \( T^d \) provides a tool for deriving series expansions of the original random field. In contrast to the Karhunen-Loève eigenfunctions on \( D \), which are typically not explicitly known, the corresponding eigenfunctions \( \psi^\text{ext}_j \) of the periodic covariance are explicitly known trigonometric functions and one has the following Karhunen-Loève expansion for the periodized random field:
\[
Z^\text{ext}_x \equiv \sum_{j \in \mathbb{N}} y_j \sqrt{\lambda^\text{ext}_j} \psi^\text{ext}_j, \quad y_j \sim \mathcal{N}(0,1) \ i.i.d.,
\]
with \( \lambda^\text{ext}_j \) denoting the eigenvalues of the periodized covariance and the \( \psi^\text{ext}_j \) are normalized in \( L^2(T^d) \). Restricting this expansion back to \( D \), one obtains an exact expansion of the original random field on \( D \)
\[
Z_x \equiv \sum_{j \in \mathbb{N}} y_j \sqrt{\lambda^\text{ext}_j} \psi^\text{ext}_j |_D, \quad y_j \sim \mathcal{N}(0,1) \ i.i.d., \quad (2.12)
\]
This provides an alternative to the standard KL expansion of \( Z_x \) in terms of eigenvalues \( \lambda_j \) and eigenfunctions \( \psi_j \) normalized in \( L^2(D) \). The main difference is that the functions \( \psi^\text{ext}_j |_D \) in (2.12) are not \( L^2(D) \)-orthogonal. However, these functions are given explicitly, and thus no approximate computation of eigenfunctions is required.

The KL expansion of \( Z^\text{ext}_x \) also enables the construction of alternative expansions of \( Z_x \) of the basic form (2.12), but with the spatial functions having additional properties. In [11], wavelet-type representations
\[
Z^\text{ext}_x \equiv \sum_{\ell,k} y_{\ell,k} \psi_{\ell,k}, \quad y_{\ell,k} \sim \mathcal{N}(0,1) \ i.i.d.,
\]
are constructed where the functions \( \psi_{\ell,k} \) have the same multilevel-type localization as the Meyer wavelets. This feature yields improved convergence estimates for tensor Hermite polynomial approximations of solutions of random diffusion equations with lognormal coefficients.

2.5.5 Sampling stationary GRFs

The simulation of GRFs with specified covariance is a fundamental task in computational statistics with a wide range of applications. In this section we present an efficient methods for sampling such fields. Consider a GRF \((Z_x)_{x \in D}\) where \( D \) is contained in \([-1/2, 1/2]^d\). Assume that \((Z_x)_{x \in D}\) is a restriction of a real-valued, stationary and centered GRF \((Z_x)_{x \in \mathbb{R}^d}\) on \( \mathbb{R}^d \) with covariance given in (2.10). Let \( m \in \mathbb{N} \) and \( x_1, \ldots, x_M \) be \( M = (m + 1)^d \) uniform grid points on \([-1/2, 1/2]^d\) with grid spacing \( h = 1/m \). We wish to obtain samples of the Gaussian RV
\[
Z = (Z_{x_1}, \ldots, Z_{x_M})
\]
with covariance matrix
\[
\Sigma = [\Sigma_{i,j}]_{i,j=1}^M, \quad \Sigma_{i,j} = \rho(x_i - x_j), \quad i, j = 1, \ldots, M. \quad (2.13)
\]
Since $\Sigma$ is symmetric positive semidefinite, this can in principle be done by performing the Cholesky factorisation $\Sigma = FF^\top$ with $F = \Sigma^{1/2}$, from which the desired samples are provided by the product $FY$ where $Y \sim \mathcal{N}(0, I)$. However, since $\Sigma$ is large and dense when $m$ is large, this factorisation is prohibitively expensive. Since the covariance matrix $\Sigma$ is a nested block Toeplitz matrix under appropriate ordering, an efficient approach is to extend $\Sigma$ to a appropriate larger nested block circulant matrix whose spectral decomposition can be rapidly computed using FFT.

For any $\ell \geq 1$ we construct a $2\ell$-periodic extension of $\rho$ as follows

$$\rho^{\text{ext}}(x) = \sum_{n \in \mathbb{Z}^d} (\rho(\ell, \ell)x) (x + 2\ell n), \quad x \in \mathbb{R}^d.$$  

Clearly, $\rho^{\text{ext}}$ is $2\ell$-periodic and $\rho^{\text{ext}}(0,0) = 0$. Let $\mathbf{Z}^{\text{ext}} = (\mathbf{Z}_{\xi_1}, \ldots, \mathbf{Z}_{\xi_s})$ be the extended GRV with covariance matrix $\Sigma^{\text{ext}}$ whose entries is given by formula (2.13), with $\rho$ replaced by $\rho^{\text{ext}}$ and $x$ by $\xi_i$. Hence $\Sigma$ is embedded into the nested circulant matrix $\Sigma^{\text{ext}}$ which can be diagonalized using FFT (with log-linear complexity) to provide the spectral decomposition

$$\Sigma^{\text{ext}} = \mathbf{Q}^{\text{ext}} \Lambda^{\text{ext}} (\mathbf{Q}^{\text{ext}})^\top,$$

with $\Lambda^{\text{ext}}$ diagonal and containing the eigenvalues $\lambda^{\text{ext}}_j$ of $\Sigma^{\text{ext}}$ and $\mathbf{Q}^{\text{ext}}$ being a Fourier matrix. Provided that these eigenvalues are non-negative, the samples of the grid values of $\mathbf{Z}$ can be drawn as follows. First we draw a random vector $(y_j)_{j=1,\ldots,s}$ with $y_j \sim \mathcal{N}(0, 1)$ i.i.d., then compute

$$\mathbf{Z}^{\text{ext}} = \sum_{j=1}^s y_j \sqrt{\lambda^{\text{ext}}_j} \mathbf{q}_j$$

using the FFT, with $\mathbf{q}_j$ the columns of $\mathbf{Q}^{\text{ext}}$. Finally, a sample of $\mathbf{Z}$ is obtained by extracting from $\mathbf{Z}^{\text{ext}}$ the entries corresponding to the original grid points.

The above mentioned process is feasible, provided that $\Sigma$ is positive semidefinite. The following theorem characterizes the condition on $\ell$ for GRF with Matérn covariance such that $\Sigma^{\text{ext}}$ is positive semidefinite, see [55].

**Theorem 2.29.** Let $1/2 \leq \nu < \infty$, $\lambda \leq 1$, and $h/\lambda \leq e^{-1}$. Then there exist $C_1, C_2 > 0$ which may depend on $d$ but are independent of $\ell, h, \lambda, \nu$, such that $\Sigma^{\text{ext}}$ is positive definite if

$$\frac{\ell}{\lambda} \geq C_1 + C_2 \nu^\frac{1}{2} \log(\max\{\lambda/h, \nu^\frac{1}{2}\}).$$

**Remark 2.30.** For GRF with Matérn covariances, it is well-known (see, e.g. [54, Corollary 5], [10, eq.(64)]) that the exact KL eigenvalues $\lambda_j$ of $\mathbf{Z}_x$ in $L^2(D)$ decay with the rate $\lambda_j \leq C_j(1+2\nu/d)$. It has been proved recently in [13] that the eigenvalue $\lambda_j^{\text{ext}}$ maintain this rate of decay up to a factor of order $O(|\log h|^{\nu})$.

### 2.6 Finite element discretization

The approximation results and algorithms to be developed in the present work involve, besides the Wiener-Hermite PC expansions with respect to Gaussian co-ordinates $y \in \mathbb{R}^\infty$ also certain numerical approximations in the physical domain $D$.
of elliptic and parabolic PDEs, we opt for considering standard, primal Lagrangian finite element (FE for short) discretizations. We confine the presentation and analysis to Lipschitz polytopal domains $D \subset \mathbb{R}^d$ with principal interest in $d = 2$ (D is a polygon with straight sides) and $d = 3$ (D is a polyhedron with plane faces). We confine the presentation to so-called primal FE discretizations in D but hasten to add that with minor extra mathematical effort, similar results could be developed also for so-called mixed, or dual FE discretizations (see, e.g., [18] and the references there).

In presenting (known) results on Finite Element Method (FEM for short) convergence rates, we consider separately FEM in polytopal domains $D \subset \mathbb{R}^d$, $d = 1, 2, 3$, and FEM on smooth $d$-surfaces $\Gamma \subset \mathbb{R}^{d+1}$, $d = 1, 2$. See [20, 44]

2.6.1 Geometric preliminaries

For $s \in \mathbb{N}$, we call a $C^s$-domain $D \subset \mathbb{R}^d$ a bounded domain whose boundary $\partial D$ is locally parameterized in a finite number of co-ordinate systems as a graph of a $C^s$ function. In a similar way, we shall call $D \subset \mathbb{R}^d$ a Lipschitz domain, when $\partial D$ is, locally, the graph of a Lipschitz function. We refer to [2, 50] and the references there or to [56].

We call polygonal domain a domain $D \subset \mathbb{R}^2$ that is a polygon with Lipschitz boundary $\partial D$ (which precludes cusps and slits) and with a finite number of straight sides.

2.6.2 Function spaces

In $D \subset \mathbb{R}^d$, the usual Sobolev spaces of integer order $s \in \mathbb{Z}_+$ and integrability $q \in [1, \infty]$ are denoted by $W^s_q(D)$ with the understanding that $L^q(D) = W^0_q(D)$. The norm of $v \in W^s_q(D)$ is defined by

$$
\|v\|_{W^s_q} := \sum_{|\alpha| \leq s} \|D^\alpha v\|_{L^q}.
$$

Here derivative $D^\alpha$ denotes the mixed weak derivative with respect to $x$ of order $\alpha$. We refer to any standard text such as [2] for basic properties of these spaces. Hilbertian Sobolev spaces are given for $s \in \mathbb{Z}_+$ by $H^s(D) = W^s_2(D)$, with the usual understanding that $L^2(D) = H^0(D)$.

Let $D \subset \mathbb{R}^2$ denote a bounded polygonal domain as in Section 2.6.1. We introduce in $D$ a nonnegative function $r_D : D \to \mathbb{R}_+$ which is smooth in the open domain $D$, and which coincides for $x$ in a vicinity of each corner $c \in \partial D$ with the Euclidean distance $|x - c|$.

To state elliptic regularity shifts in a bounded polygon, we require certain corner-weighted Sobolev spaces. We require these only for integrability $q = 2$ and for $q = \infty$.

For $s \in \mathbb{Z}_+$ and $\kappa \in \mathbb{R}$ we define

$$
K^s_\kappa(D) := \{u : D \to \mathbb{C} : r_D^{[\kappa]} D^\alpha u \in L^2(D), |\alpha| \leq s\}
$$

and

$$
W^s_\infty(D) := \{u : D \to \mathbb{C} : r_D^{[\kappa]} D^\alpha u \in L^\infty(D), |\alpha| \leq s\}.
$$

Here, for $\alpha \in \mathbb{N}_0^d$ and as before $D^\alpha$ denotes the mixed weak derivative with respect to $x$ of order $\alpha$.

The corner-weighted norms in these spaces are given by

$$
\|u\|_{K^s_\kappa} := \sum_{|\alpha| \leq s} \|r_D^{[\kappa]} D^\alpha u\|_{L^2} \quad \text{and} \quad \|u\|_{W^s_\infty} := \sum_{|\alpha| \leq s} \|r_D^{[\kappa]} D^\alpha u\|_{L^\infty}.
$$
The function spaces $K^s_\kappa(D)$ and $W^s_\kappa(D)$ endowed with these norms are Banach spaces, and $K^s_\kappa(D)$ are separable Hilbert spaces. These spaces are called Kondrat’ev spaces.

One embedding of these spaces is $H^1_0(D) \subset K^0_\kappa(D)$. This follows from the existence of a constant $c(D) > 0$ such that for every $x \in D$ holds $r_D(x) \geq c(D)\text{dist}(x, \partial D)$.

### 2.6.3 Finite element interpolation

Here, we review some results on FE approximations in polytopal domains $D$ on locally refined triangulations $\mathcal{T}$ in $D$. These results are in principle known for the standard Sobolev spaces $H^s(D)$ and available in the standard texts [21, 30]. For spaces with corner weights in polygons $D \subset \mathbb{R}^2$, such as $K^s_\kappa$ and $W^s_\kappa$, however, which arise in the regularity of the Wiener-Hermite PC expansion coefficient functions for elliptic PDEs in corner domains in Section 3.8 ahead, we provide references to corresponding FE approximation rate bounds.

The corresponding FE spaces involve suitable mesh refinement to compensate for the reduced regularity caused by corner and edge singularities which occur in solutions to elliptic and parabolic boundary value problems in these domains.

We define the FE spaces in polygons $D \subset \mathbb{R}^2$ (see [21, 30] for details). Let $\mathcal{T}$ denote a regular triangulation of $\overline{D}$, i.e., a partition of $\overline{D}$ into a finite number $N(\mathcal{T})$ of closed, nondegenerate triangles $T \in \mathcal{T}$ (i.e., $|T| > 0$) such that for any two $T, T' \in \mathcal{T}$, the intersection $T \cap T'$ is either empty, a vertex or an entire edge. We denote the meshwidth of $\mathcal{T}$ as

$$h(\mathcal{T}) := \max\{h(T) : T \in \mathcal{T}\}, \text{ where } h(T) := \text{diam}(T).$$

For $T \in \mathcal{T}$, denote $\rho(T)$ the diameter of the largest circle that can be inscribed into $T$. We say $\mathcal{T}$ is $\kappa$ shape-regular, if

$$\forall T \in \mathcal{T} : \frac{h(T)}{\rho(T)} \leq \kappa.$$

A sequence $\mathfrak{T} := (\mathcal{T}_n)_{n \in \mathbb{N}}$ is $\kappa$ shape-regular if each $\mathcal{T} \in \mathfrak{T}$ is $\kappa$ shape-regular, with one common constant $\kappa > 1$ for all $\mathcal{T} \in \mathfrak{T}$.

In a polygon $D$, with a regular, simplicial triangulation $\mathcal{T}$, and for a polynomial degree $m \in \mathbb{N}$, the Lagrangian FE space $S^m(D, \mathcal{T})$ of continuous, piecewise polynomial functions of degree $m$ on $\mathcal{T}$ is defined as

$$S^m(D, \mathcal{T}) = \{v \in H^1(D) : \forall T \in \mathcal{T} : v|_T \in \mathbb{P}_m \}.$$

Here, $\mathbb{P}_m := \text{span}\{x^\alpha : |\alpha| \leq m\}$ denotes the space of polynomials of $x \in \mathbb{R}^2$ of total degree at most $m$. We also define $S^m_0(D, \mathcal{T}) := S^m(D, \mathcal{T}) \cap H^1_0(D)$.

The main result on FE approximation rates in a polygon $D \subset \mathbb{R}^2$ in corner-weighted spaces $K^s_\kappa(D)$ reads as follows.

**Proposition 2.31.** Consider a bounded polygonal domain $D \subset \mathbb{R}^2$. Then, for every polynomial degree $m \in \mathbb{N}$, there exists a sequence $(\mathcal{T}_n)_{n \in \mathbb{N}}$ of $\kappa$ shape-regular, simplicial triangulations of $D$ such that for every $u \in (H^1_0 \cap K^{s+1}_\lambda(D))$ for some $\lambda > 0$, the FE interpolation error converges at rate $m$. I.e., there exists a constant $C(D, \kappa, \lambda, m) > 0$ such that for all $\mathcal{T} \in (\mathcal{T}_n)_{n \in \mathbb{N}}$ and for all $u \in (H^1_0 \cap K^{s+1}_\lambda(D))$ holds

$$\|u - I^m_\mathcal{T}u\|_{H^1} \leq Ch(\mathcal{T})^m\|u\|_{K^{s+1}_\lambda}.$$

Equivalently, in terms of the number $N = N(\mathcal{T}) = \#(\mathcal{T})$ of triangles, there holds

$$\|u - I^m_\mathcal{T}u\|_{H^1} \leq CN^{-m/2}\|u\|_{K^{s+1}_\lambda}. \quad (2.14)$$

31
Here, $I^m_T : C^0(D) \rightarrow S^m(D, \mathcal{T})$ denotes the nodal, Lagrangian interpolant. The constant $C > 0$ depends on $m$, $D$ and the shape regularity of $\mathcal{T}$, but is independent of $u$.

For a proof, we refer for example to [23, Theorems 4.2, 4.4].

We remark that due to $K_\lambda^2(D) \subset C^0(D)$, the nodal interpolant $I^m_T$ in (2.14) is well-defined. We also remark that the triangulations $\mathcal{T}_n$ need not necessarily be nested (the constructions in [6, 23] do not provide nestedness; for a bisection tree construction of $(\mathcal{T}_n)_{n \in \mathbb{N}}$ which are nested, such as typically produced by adaptive FE algorithms, with the error bounds (2.14), we refer to [49].

For similar results in polyhedral domains in space dimension $d = 3$, we refer to [25, 24, 80] and to the references there.
3 Elliptic divergence-form PDE with log-Gaussian coefficient

We present a model second order linear divergence-form PDE with log-Gaussian input data. We review known results on its well-posedness, and Lipschitz continuous dependence on the input data. Particular attention is placed on regularity results in polygons $D \subset \mathbb{R}^2$. Here, solutions belong to corner-weighted Sobolev spaces. We discuss regularity results for parametric coefficients, and establish in particular parametric holomorphy results for the coefficient-to-solution maps.

The outline of this section is as follows. In Section 3.1, we present the strong and variational forms of the PDE, its well-posedness and the continuity of the data-to-solution map in appropriate spaces. Importantly, we do not aim at the most general setting, but to ease notation and for simplicity of presentation we address a rather simple, particular case: in a bounded domain $D$ in Euclidean space $\mathbb{R}^d$. All the ensuing derivations will directly generalize to linear second order elliptic systems. A stronger Lipschitz continuous dependence on data result is stated in Section 3.2.

Sections 3.4 and 3.5 describe uncertainty modelling by placing GMs on sets of admissible, countably parametric input data, i.e., formalizing mathematically aleatoric uncertainty in input data. Here, the Gaussian series introduced in Section 2.5 will be seen to take a key role in converting operator equations with GRF inputs to infinitely-parametric, deterministic operator equations. The Lipschitz continuous dependence of the solutions on input data from function spaces will imply strong measurability of corresponding random solutions, and render well-defined the uncertainty propagation, i.e., the push-forward of the GM on the input data.

In Sections 3.6, 3.7 and 3.8, we connect quantified holomorphy of the parametric, deterministic solution manifold $\{u(y) : y \in \mathbb{R}^\infty\}$ with weighted summability of the sequence $(\|u_{\nu}\|_H)_{\nu \in F}$ of Wiener-Hermite PC expansion coefficients as elements of certain Sobolev spaces: We start with the case $H = H^1_0(D)$ in Section 3.6 and subsequently discuss higher regularity $H = H^s(D), s \in \mathbb{N}$, in Section 3.7 and finally $H$ being a corner-weighted Sobolev space on a bounded polygonal domain $D \subset \mathbb{R}^2$ in Section 3.8.

3.1 Statement of the problem and well-posedness

In a bounded Lipschitz domain $D \subset \mathbb{R}^d$ ($d = 1, 2$ or $3$), consider the linear, second order model PDE

$$ P_a u := \left\{ \begin{array}{ll} -\text{div}(a(x)\nabla u(x)) & \text{in } D, \\ \gamma_0 u & \text{on } \partial D. \end{array} \right. \quad (3.1) $$

Here, $\gamma_0 : H^1(D) \to H^{1/2}(\partial D)$ denotes the trace map. With the notation $V := H^1_0(D)$ and $V^* = H^{-1}(D)$, for any $f \in V^*$, by the Lax-Milgram lemma the weak formulation given by

$$ u \in V : \int_D a \nabla u \cdot \nabla v \, dx = \langle f, v \rangle_{V^*, V}, \quad v \in V, \quad (3.2) $$

admits a unique solution $u \in V$ whenever the coefficient $a$ satisfies the ellipticity assumption

$$ 0 < a_{\min} := \essinf_{x \in D} a(x) \leq a_{\max} = \|a\|_{L^\infty} < \infty. \quad (3.3) $$

With $\|v\|_V := \|\nabla v\|_{L^2}$ denoting the norm of $v \in V$, there holds the a-priori estimate

$$ \|u\|_V \leq \frac{\|f\|_{V^*}}{a_{\min}}. \quad (3.4) $$
In particular, with
\[ L_+^\infty(D) := \{ a \in L^\infty(D) : \text{ess inf}_{x \in D} a(x) > 0 \}, \]
the data-to-solution operator
\[ S : L_+^\infty(D) \times V^* \to V : (a, f) \mapsto u \]
is continuous.

### 3.2 Lipschitz continuous dependence

The continuity (3.5) of the data-to-solution map \( S \) allows to infer already strong measurability of solutions of (3.1) with respect to random coefficients \( a \). For purposes of stable numerical approximation, we will be interested in quantitative bounds of the effect of perturbations of the coefficient \( a \) in (3.2) and of the source term data \( f \) on the solution \( u = S(a, f) \). Mere continuity of \( S \) as a map from \( L_+^\infty(D) \times V^* \) to \( V = H_0^1(D) \) will not be sufficient to this end. To quantify the impact of uncertainty in the coefficient \( a \) on the solution \( u \in V \), local Hölder or, preferably, Lipschitz continuity of the map \( S \) is required, at least locally, close to nominal values of the data \( (a, f) \).

To this end, consider given \( a_1, a_2 \in L_+^\infty(D) \), \( f_1, f_2 \in L^2(D) \subset V^* \) with corresponding unique solutions \( u_i = S(a_i, f_i) \in V \), \( i = 1, 2 \).

**Proposition 3.1.** In a bounded Lipschitz domain \( D \subset \mathbb{R}^d \), for given data bounds \( r_a, r_f \in (0, \infty) \), there exist constants \( c_a \) and \( c_f \) such that for every \( a_i \in L_+^\infty(D) \) with \( \| \log(a_i) \|_{L^\infty} \leq r_a \), and for every \( f_i \in L^2(D) \) with \( \| f_i \|_{L^2} \leq r_f \), \( i = 1, 2 \), it holds
\[ \| u_1 - u_2 \|_V \leq \frac{c_P}{a_1, \text{min}} \wedge a_2, \text{min} \| f_1 - f_2 \|_{L^2} + \frac{\| f_1 \|_{V^*}}{a_1, \text{min}} \wedge \frac{\| f_2 \|_{V^*}}{a_2, \text{min}} \| a_1 - a_2 \|_{L^\infty}. \]

Therefore
\[ \| S(a_1, f_1) - S(a_2, f_2) \|_V \leq c_a \| a_1 - a_2 \|_{L^\infty} + c_f \| f_1 - f_2 \|_{L^2}, \]
and
\[ \| S(a_1, f_1) - S(a_2, f_2) \|_V \leq \tilde{c}_a \| \log(a_1) - \log(a_2) \|_{L^\infty} + c_f \| f_1 - f_2 \|_{L^2}. \]

Here, we may take \( c_f = c_P \exp(r_a) \), \( c_a = c_P r_f \exp(2r_a) \) and \( \tilde{c}_a = c_P r_f \exp(3r_a) \). The constant \( c_P = c(\Omega) > 0 \) denotes the \( V - L^2(D) \) Poincaré constant of \( D \).

The bounds (3.7) and (3.8) follow from the continuous dependence estimates in [14] by elementary manipulations. For a proof (in a slightly more general setting), we also refer to Section 4.3.1 ahead.

### 3.3 Regularity of the solution

It is well known that weak solutions \( u \in V \) of the linear, elliptic boundary value problem (BVP for short) (3.1) admit higher regularity for more regular data (i.e., coefficient \( a(x) \), source term \( f(x) \) and domain \( D \)). Standard references for corresponding results are [56, 50]. The proofs in these references cover general, linear elliptic PDEs, with possibly matrix-valued coefficients, and aim at sharp results on the Sobolev and Hölder regularity of solutions, in terms of corresponding regularity of coefficients, source term and boundary \( \partial D \). In order to handle the dependence of
solutions on random field and parametric coefficients in a quantitative manner, we develop presently self-contained, straightforward arguments for solution regularity of (3.1).

Here is a first regularity statement, which will be used in several places subsequently.

To state it, we denote by $W$ the normed space of all functions $v \in V$ such that $\Delta v \in L^2(D)$. The norm in $W$ is defined by
\[ \|v\|_W := \|\Delta v\|_{L^2}. \]
The map $v \mapsto \|v\|_W$ is indeed a norm on $W$ due to the homogeneous Dirichlet boundary condition of $v \in V = H_0^1(D)$: $\|v\|_W = 0$ implies that $v$ is harmonic in $D$, and $v \in V = H_0^1(D)$ implies that the trace of $v$ on $\partial D$ vanishes, whence $v = 0$ in $D$ by the maximum principle.

**Proposition 3.2.** Consider the boundary value problem (3.1) in a bounded domain $D$ with Lipschitz boundary, and with $a \in W_2^1(D)$, $f \in L^2(D)$. Then the weak solution $u \in V$ of (3.1) belongs to the space $W$ and there holds the a-priori estimate
\[ \|u\|_W \leq \frac{1}{a_{\min}} \left( \|f\|_{L^2} + \|f\|_{V^*} \|\nabla a\|_{L^\infty} \right) \leq \frac{c}{a_{\min}} \left( 1 + \frac{\|\nabla a\|_{L^\infty}}{a_{\min}} \right) \|f\|_{L^2}, \quad (3.9) \]
where $a_{\min} = \min\{a(x) : x \in \overline{D}\}$.

**Proof.** That $u \in V$ belongs to $W$ is verified by observing that under these assumptions, there holds
\[ -a\Delta u = f + \nabla a \cdot \nabla u \quad \text{in the sense of } L^2(D). \quad (3.10) \]
The first bound (3.9) follows by elementary argument using (3.4), the second bound by an application of the $L^2(D)$-$V^*$ Poincaré inequality in $D$. \qed

**Remark 3.3.** The relevance of the space $W$ stems from the relation to the corner-weighted Kondrat’ev spaces $K^a_2(D)$ which were introduced in Section 2.6.2. When the domain $D \subset \mathbb{R}^2$ is a polygon with straight sides, in the presently considered homogeneous Dirichlet boundary conditions on all of $\partial D$, it holds that $W \subset K^a_2(D)$ with continuous injection provided that $|\kappa| < \pi/\omega$ where $0 < \omega < 2\pi$ is the largest interior opening angle at the vertices of $D$. Membership of $u$ in $K^a_2(D)$ in turn implies optimal approximation rates for standard, Lagrangian FE approximations in $D$ with suitable, corner-refined triangulations in $D$, see Proposition 2.31.

**Remark 3.4.** If the physical domain $D$ is convex or of type $C^{1,1}$, then $u \in W$ implies that $u \in (H^2 \cap H_0^1)(D)$ and (3.9) gives rise to an $H^2$ a-priori estimate (see, e.g., [56, Theorem 2.2.2.3]).

The regularity in Proposition 3.2 is adequate for diffusion coefficients $a(x)$ which are Lipschitz continuous in $D$, which is essentially (up to modification) $W_2^1(D) \simeq C^{0,1}(D)$. In view of our interest in admitting diffusion coefficients which are (realizations of) GRF (see Section 3.4), it is clear from Example 2.25 that relevant GRF models may exhibit mere Hölder path regularity.

Still letting $D \subset \mathbb{R}^d$ be a bounded Lipschitz domain, for $0 < s < 1$ we denote by $C^s(D)$ the space of $s$-Hölder continuous functions in $D$. We equip $C^s(D)$ with the norm and seminorm
\[ \|a\|_{C^s} := \|a\|_{L^\infty} + |a|_{C^s}, \quad |a|_{C^s} := \sup_{x, x' \in D, x \neq x'} \frac{|a(x) - a(x')|}{|x - x'|^s}. \]
Then $C^s(D)$ is a Banach space, which is not separable. A separable subspace is
\[ C^s_0(D) := \left\{ a \in C^s(D) : \forall x \in D \lim_{D \ni x' \to x} \frac{|a(x) - a(x')|}{|x - x'|^s} = 0 \right\}. \]
The Hölder spaces \( C^s(D) \) on Lipschitz domains \( D \) can be obtained as interpolation spaces, via the so-called \( K \)-method of function space interpolation which we briefly recapitulate (see, e.g., [98, Chapter 1.3], [17]). Two Banach spaces \( A_0, A_1 \) with continuous embedding \( A_1 \hookrightarrow A_0 \) with respective norms \( \| \cdot \|_{A_i}, i = 0, 1 \), constitute an interpolation couple. For \( 0 < s < 1 \), the interpolation space \( [A_0, A_1]_{s,q} \) of smoothness order \( s \) with fine index \( q \in [1, \infty] \) is defined via the \( K \)-functional: for \( a \in A_0 \), this functional is given by

\[
K(a; A_0, A_1) := \inf_{a_1 \in A_1} \{ \| a - a_1 \|_{A_0} + t \| a_1 \|_{A_1} \}, \quad t > 0 .
\] (3.11)

For \( 0 < s < 1 \) the intermediate, “interpolation” space of order \( s \) and fine index \( q \) is denoted by \([A_0, A_1]_{s,q}\). It is the set of functions \( a \in A_0 \) such that the quantity

\[
\| a \|_{[A_0, A_1]_{s,q}} := \begin{cases} 
\left( \int_0^\infty (t^{-s}K(a, t, A_0, A_1))^q \frac{dt}{t} \right)^{1/q} , & 1 \leq q < \infty, \\
\sup_{t > 0} t^{-s^q}K(a, t, A_0, A_1) , & q = \infty
\end{cases}
\] (3.12)

is finite. When the \( A_i \) are Banach spaces, the sets \([A_0, A_1]_{s,q}\) are Banach spaces with norm given by (3.12). In particular (see, e.g., [2, Lemma 7.36]), in the bounded Lipschitz domain \( D \)

\[
C^s(D) = [L^\infty(D), W^1_{\infty}(D)]_{s, \infty}, \quad 0 < s < 1 .
\] (3.13)

With the spaces \( V := H^1_0(D) \) and \( W \subset V \), we define the (non-separable, non-reflexive) Banach space

\[
W^s := [V, W]_{s, \infty}, \quad 0 < s < 1 .
\] (3.14)

Then there holds the following generalization of (3.9).

**Proposition 3.5.** For a bounded Lipschitz domain \( D \subset \mathbb{R}^d, d \geq 2 \), for every \( f \in L^2(D) \) and \( a \in C^s(D) \) for some \( 0 < s < 1 \) with

\[
a_{\text{min}} = \min \{ a(x) : x \in \overline{D} \} > 0,
\]

the solution \( u \in V \) of (3.1), (3.2) belongs to \( W^s \), and there exists a constant \( c(s, D) \) such that

\[
\| u \|_{W^s} \leq \frac{c}{a_{\text{min}}} \left( 1 + \| a \|^{1/s}_{C^s} a_{\text{min}}^{-1/s} \right) \| f \|_{L^2}.
\] (3.15)

**Proof.** The estimate follows from the a-priori bounds for \( s = 0 \) and \( s = 1 \), i.e., (3.4) and (3.9), by interpolation with the Lipschitz continuity (3.6) of the solution operator.

Let \( a \in C^s(D) \) with \( a_{\text{min}} > 0 \) be given. From (3.13), for every \( \delta > 0 \) exists \( a_\delta \in W^{1, \infty}(D) \) with

\[
\| a - a_\delta \|_{C^0} \leq C\delta^s \| a \|_{C^s}, \quad \| a_\delta \|_{W^{1, \infty}} \leq C\delta^{s-1} \| a \|_{C^s}.
\]

From

\[
\min_{x \in \overline{D}} a_\delta(x) \geq \min_{x \in \overline{D}} a(x) - \| a - a_\delta \|_{C^0} \geq a_{\text{min}} - C\delta^s \| a \|_{C^s}
\]

follows for \( 0 < \delta \leq 2^{-1/s} \| a/a_{\text{min}} \|_{C^s}^{-1/s} \), that

\[
\min_{x \in \overline{D}} a_\delta(x) \geq a_{\text{min}}/2 .
\]
For such δ and for $f \in L^2(D)$, (3.1) with $a_\delta$ admits a unique solution $u_\delta \in V$ and from (3.9)

$$
\|u_\delta\|_W \leq \frac{2c}{a_{\min}} \left( 1 + \frac{\|\nabla a_\delta\|_{L^\infty}}{a_{\min}} \right) \|f\|_{L^2}.
$$

From (3.6) (with $f_1 = f_2 = f$) we find

$$
\|u - u_\delta\|_V \leq \frac{2c}{a_{\min}} \|a - a_\delta\|_{L^\infty} \|f\|_{L^2} \leq C \frac{\delta^s}{a_{\min}} \|a\|_{C^s} \|f\|_{L^2}.
$$

This implies in (3.11) that for some constant $C > 0$ (depending only on $D$ and on $s$)

$$
K(u, t, V, W) \leq \frac{C}{a_{\min}} \left( \delta^s A_s + t (1 + \delta^{s-1} A_s) \right) \|f\|_{L^2}, \ t > 0
$$

(3.16)

where we have set $A_s := \frac{\|a\|_{C^s}}{a_{\min}} \in [1, \infty)$.

To complete the proof, by (3.14) we bound $\|u\|_{W^s} = \sup_{t > 0} t^{-s} K(u, t, V, W)$. To this end, it suffices to bound $K(u, t, V, W)$ for $0 < t < 1$. Given such $t$, we choose in the bound (3.16) $\delta = t \delta_0 \in (0, \delta_0)$ with $\delta_0 := 2^{-1/s} A_s^{-1/s}$. This yields

$$
\delta^s A_s + t (1 + \delta^{s-1} A_s) = t^s \left( \delta_0^s A_s + t^{1-s} + \delta_0^{s-1} A_s \right) = t^s \left( 2^{-1} + t^{1-s} + 2^{-(s-1)/s} A_s^{1-(s-1)/s} \right)
$$

and we obtain for $0 < t < 1$ the bound

$$
t^{-s} K(u, t, V, W) \leq \frac{C}{a_{\min}} \left( 2 + 2^{-(s-1)/s} A_s^{1/s} \right) \|f\|_{L^2}.
$$

Adjusting the value of the constant $C$, we arrive at (3.15). \hfill \square

### 3.4 Random input data

We are in particular interested in the input data $a$ and $f$ of (3.1) being not precisely known. The Lipschitz continuous data-dependence in Proposition 3.1 of the variational solution $u \in V$ of (3.1) will ensure that small variations in the data $(a, f)$ imply corresponding small changes in the (unique) solution $u \in V$. A natural paradigm is to model uncertain data probabilistically. To this end, we work with a base probability space $(\Omega, \mathcal{A}, \mathbb{P})$. Given a known right hand side $f \in L^2(D)$, and uncertain diffusion coefficient $a \in E \subseteq L^2_+(D)$, where $E$ denotes a suitable subset of $L^\infty_+(D)$ of admissible diffusion coefficients, we model the function $a$ or log $a$ as RVs taking values in (a subset $E$ of) $L^\infty(D)$. We will assume the random data $a$ to be separably-valued, i.e. the set $E$ of admissible random data will be a separable subspace of $L^\infty(D)$. Separability of $E$ is natural from the point of view of numerical approximation of (samples of) random input $a$ and simplifies many technicalities in the mathematical description; we refer in particular to the construction of GMs on $E$ in Sections 2.2–2.5. One valid choice for the space of admissible input data $E$ consists in $E = C(D) \cap L^\infty_+(D)$. In the log-Gaussian models to be analyzed subsequently, $E \subseteq L^\infty_+(D)$ will be ensured by modelling log$(a)$ as a GRF, i.e., we assume the probability measure $\mathbb{P}$ to be such that the law of log$(a)$ is a GM on $L^\infty(D)$ which charges $E$, i.e. the random element log$(a(\cdot, \omega)) \in L^\infty_+(D)$ $\mathbb{P}$-almost sure. This, in turn, implies with the well-posedness result in Section 3.1 that there exists a unique random solution $u(\omega) = S(a, f) \in V$ $\mathbb{P}$-a.s. Furthermore, the Lipschitz continuity (3.8) then implies that the corresponding map $\omega \mapsto u(\omega)$ is a composition of the measurable map $\omega \mapsto \log(a(\cdot, \omega))$ with the Lipschitz continuous deterministic data-to-solution map $S$, hence strongly measurable, and thus a RV on $\Omega$ taking values in $V$. 
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3.5 Parametric deterministic coefficient

A key step in the deterministic numerical approximation of the elliptic PDE (3.1) with log-Gaussian random input (i.e., \( b = \log(a) \) is a GRF on a suitable locally convex space \( E \) of admissible input data) is to place a GM on \( E \) and to describe the realizations of GRF \( b \) in terms of affine-parametric representations discussed in Section 2.5. In Section 3.5.1, we briefly describe this and in doing so extend a-priori estimates to this resulting deterministic parametric version of elliptic PDE (3.1). Subsequently, in Section 3.5.3, we show that the resulting, countably-parametric, linear elliptic problem admits an extension to certain complex parameter domains, while still remaining well-posed.

3.5.1 Deterministic countably parametric elliptic PDEs

Placing a Gaussian probability measure on the random inputs \( \log(a) \) to the model elliptic PDE (3.1) can be achieved via Gaussian series as discussed in Section 2.5. Affine-parametric representations which are admissible in the sense of Definition 2.19 of the random input \( \log(a) \) of (3.1), subject to a Gaussian law on the corresponding input locally convex space \( E \), render the elliptic PDE (3.1) with random inputs a deterministic parametric elliptic PDE. More precisely, \( b = \log(a) \) will depend on the sequence \( y = (y_j)_{j \in \mathbb{N}} \) of parameters from the parameter space \( \mathbb{R}^\infty \). Accordingly, we consider parametric diffusion coefficients \( a = a(y) \), where

\[
y = (y_j)_{j \in \mathbb{N}} \in U := \mathbb{R}^\infty.
\]

We develop the holomorphy-based analysis of parametric regularity and PC coefficient sparsity for the model parametric linear second order elliptic divergence-form PDE with so-called “log-affine coefficients”

\[
- \text{div} \left( \exp(b(y)) \nabla u(y) \right) = f \quad \text{in} \quad D, \quad u(y)|_{\partial D} = 0,
\]

i.e.,

\[
a(y) = \exp(b(y)).
\]

Here, the coefficient \( b(y) = \log(a(y)) \) is assumed to be affine-parametric

\[
b(y) = \sum_{j \in \mathbb{N}} y_j \psi_j(x), \quad x \in D, \quad y \in U.
\]

We assume that \( \psi_j \in E \subset L^\infty(D) \) for every \( j \in \mathbb{N} \). For any \( y \in U \) such that \( b(y) \in L^\infty(D) \), by (3.4) we have the estimate

\[
\|u(y)\|_V \leq \|f\|_V^* \|a(y)^{-1}\|_{L^\infty} \leq \exp(\|b(y)\|_{L^\infty})\|f\|_V^*.
\]

For every \( y \in U \) satisfying \( b(y) \in L^\infty(D) \), the variational form (3.2) of (3.17) gives rise to the parametric energy norm \( \|v\|_{a(y)} \) on \( V = H_0^1(D) \) which is defined by

\[
\|v\|_{a(y)}^2 := \int_D a(x,y)|\nabla v|^2 \, dx, \quad v \in V.
\]

The norms \( \|\cdot\|_{a(y)} \) and \( \|\cdot\|_V \) are equivalent on \( V \) but not uniformly w.r.t. \( y \). It holds

\[
\exp(-\|b(y)\|_{L^\infty})\|v\|_V^2 \leq \|v\|_{a(y)}^2 \leq \exp(\|b(y)\|_{L^\infty})\|v\|_V^2, \quad v \in V.
\]
3.5.2 Probabilistic setting

In a probabilistic setting, the parameter sequence $y$ is chosen as a sequence of i.i.d. standard Gaussian RVs $N(0,1)$ and $(\psi_j)_{j\in\mathbb{N}}$ a given sequence of functions in the Banach space $L^\infty(D)$ to which we refer as representation system. We refer to Section 2.5 for the construction of GMs based on affine representation systems $(\psi_j)_{j\in\mathbb{N}}$. Due to $L^\infty(D)$ being non-separable, we consider GRFs taking values in separable subspaces $E \subset L^\infty(D)$, such as $E = C^0(D)$.

The probability space $(\Omega, \mathcal{A}, \mathbb{P})$ from Section 3.4 on the parametric solutions $\{u(y) : y \in U\}$ is chosen as $(U, \mathcal{B}(U), \gamma)$. Here and throughout the rest of this book, we make use of the notation: $U := \mathbb{R}^\infty$, $\mathcal{B}(U)$ is the $\sigma$-field on the locally convex space $U$ generated by cylinders of Borel sets on $\mathbb{R}$, and $\gamma$ is the product measure of the standard GM $\gamma_1$ on $\mathbb{R}$. We shall refer to $\gamma$ as the standard GM on $U$.

It follows from the a-priori estimate (3.19) that for $f \in V^*$ the parametric diffusion problem (3.17) admits a unique solution for parameters $y$ in the set

$$U_0 := \{y \in U : b(y) \in L^\infty(D)\}.$$  

(3.21)

The measure $\gamma(U_0)$ of the set $U_0 \subset U$ depends on the structure of $y \to b(y)$. The following sufficient condition on the representation system $(\psi_j)_{j\in\mathbb{N}}$ will be assumed throughout.

**Assumption 3.6.** For every $j \in \mathbb{N}$, $\psi_j \in L^\infty(D)$, and there exists a positive sequence $(\lambda_j)_{j\in\mathbb{N}}$ such that $(\exp(-\lambda_j^2))_{j\in\mathbb{N}} \in \ell^1(\mathbb{N})$ and the series $\sum_{j\in\mathbb{N}} \lambda_j |\psi_j|$ converges in $L^\infty(D)$.

The following result was shown in [9, Theorem 2.2].

**Proposition 3.7.** Under Assumption 3.6, the set $U_0$ has full GM, i.e. $\gamma(U_0) = 1$. For all $k \in \mathbb{N}$ there holds, with $\mathbb{E}(\cdot)$ denoting expectation with respect to $\gamma$,

$$\mathbb{E}(\exp(k\|b(\cdot)\|_{L^\infty})) < \infty.$$  

The solution family $\{u(y) : y \in U_0\}$ of the parametric elliptic boundary value problem (3.17) is in $L^k(U, V; \gamma)$ for every finite $k \in \mathbb{N}$.

3.5.3 Deterministic complex-parametric elliptic PDEs

Towards the aim of establishing summability of Wiener-Hermite PC expansions of the parametric solutions $\{u(y) : y \in U_0\}$ of (3.17), we extend the deterministic parametric problem (3.17) from real-valued to complex-valued parameters.

Formally replacing $y = (y_j)_{j\in\mathbb{N}} \in U$ in the coefficient $a(y)$ by $z = (z_j)_{j\in\mathbb{N}} = (y_j + i\xi_j)_{j\in\mathbb{N}} \in \mathbb{C}^\infty$, the real part of $a(z)$ is

$$\Re[a(z)] = \exp\left(\sum_{j\in\mathbb{N}} y_j \psi_j(x)\right) \cos\left(\sum_{j\in\mathbb{N}} \xi_j \psi_j(x)\right).$$  

(3.22)

We find that $\Re[a(z)] > 0$ if

$$\left\|\sum_{j\in\mathbb{N}} \xi_j \psi_j\right\|_{L^\infty} < \frac{\pi}{2}.$$
This observation and Proposition 3.7 motivate the study of the analytic continuation of the solution map $y \mapsto u(y)$ to $z \mapsto u(z)$ for complex parameters $z = (z_j)_{j \in \mathbb{N}}$ by formally replacing the parameter $y_j$ by $z_j$ in the definition of the parametric coefficient $a$, where each $z_j$ lies in the strip

$$S_j(\rho) := \{z_j \in \mathbb{C} : |\text{Im} z_j| < \rho_j\} \quad (3.23)$$

and where $\rho_j > 0$ and $\rho = (\rho_j)_{j \in \mathbb{N}} \in (0, \infty)^\infty$ is any sequence of positive numbers such that

$$\left\| \sum_{j \in \mathbb{N}} \rho_j |\psi_j| \right\|_{L^\infty} < \frac{\pi}{2}. \quad (3.24)$$

3.6 Analyticity and sparsity

We address the analyticity (holomorphy) of the parametric solutions $\{u(y) : y \in U_0\}$. We analyze the sparsity by estimating, in particular, the size of the domains of holomorphy to which the parametric solutions can be extended. We also treat the weighted $\ell^2$-summability (sparsity) for the series of Wiener-Hermite PC expansion coefficients $(u_\nu)_{\nu \in F}$ of $u(y)$.

3.6.1 Parametric holomorphy

In this section we establish holomorphic parametric dependence $u$ on $a$ and on $f$ as in [35] by verifying complex differentiability of a suitable complex-parametric extension of $y \mapsto u(y)$. We observe that the Lax-Milgram theory can be extended to the case where the coefficient function $a$ is complex-valued. In this case, $V := H^1_0(D, \mathbb{C})$ in (3.2) and the ellipticity assumption (3.3) is extended to the complex domain as

$$0 < \rho(a) := \text{ess inf}_{x \in D} \Re(a(x)) \leq |a(x)| \leq \|a\|_{L^\infty} < \infty, \quad x \in D. \quad (3.24)$$

Under this condition, there exists a unique variational solution $u \in H^1_0(D, \mathbb{C})$ of (3.1) and for this solution, the estimate (3.4) remains valid, i.e.,

$$\|u\|_V \leq \frac{\|f\|_{V^*}}{\rho(a)}. \quad (3.25)$$

Let $\rho = (\rho_j)_{j \in \mathbb{N}} \in [0, \infty)^\infty$ be a sequence of non-negative reals and assume that $u \subseteq \text{supp}(\rho)$ is finite. Define

$$S_u(\rho) := \bigtimes_{j \in u} S_j(\rho) \quad (3.26)$$

where the strip $S_j(\rho)$ is given in (3.23). For $y \in U$, put

$$S_u(y, \rho) := \{(z_j)_{j \in \mathbb{N}} : z_j \in S_j(\rho) \text{ if } j \in u \text{ and } z_j = y_j \text{ if } j \notin u\}.$$ 

In the following, $V := H^1_0(D, \mathbb{C})$ denotes the Sobolev space of complex-valued functions.

Proposition 3.8. Let the sequence $\rho = (\rho_j)_{j \in \mathbb{N}} \in [0, \infty)^\infty$ satisfy

$$\left\| \sum_{j \in \mathbb{N}} \rho_j |\psi_j| \right\|_{L^\infty} \leq \kappa < \frac{\pi}{2}. \quad (3.27)$$
Let $y_0 = (y_{0,1}, y_{0,2}, \ldots) \in U$ be such that $b(y_0)$ belongs to $L^{\infty}(D)$, and let $u \subseteq \text{supp}(\rho)$ be a finite set.

Then the solution $u$ of the variational form of (3.17) is holomorphic on $S_u(\rho)$ as a function of the parameters $z_u = (z_j)_{j \in \mathbb{N}} \in S_u(y_0, \rho)$ taking values in $V$ with $z_j = y_{0,j}$ for $j \notin \text{supp}(\rho)$ held fixed.

Proof. Let $N \in \mathbb{N}$. We denote

$$S_{u,N}(\rho) := \{(y_j + i\xi_j)_{j \in \mathbb{N}} \in S_u(\rho) : |y_j - y_{0,j}| < N\}.$$  \hfill (3.28)

For $z_u = (y_j + i\xi_j)_{j \in \mathbb{N}} \in S_{u}(y_0, \rho)$ with $(y_j + i\xi_j)_{j \in \mathbb{N}} \in S_{u,N}(\rho)$ we have

$$\left\| \sum_{j \in \mathbb{N}} y_j \psi_j \right\|_{L^\infty} \leq \left\| b(y_0) \right\|_{L^\infty} + \left\| \sum_{j \in \text{supp}(\rho)} |(y - y_{0,j})\psi_j| \right\|_{L^\infty},$$

$$\leq \left\| b(y_0) \right\|_{L^\infty} + N \left\| \sum_{j \in \text{supp}(\rho)} \psi_j \right\|_{L^\infty} =: M < \infty$$

and

$$\left\| \sum_{j \in \text{supp}(\rho)} \xi_j \psi_j \right\|_{L^\infty} \leq \sum_{j \in \text{supp}(\rho)} |\rho_j\psi_j| \leq \kappa.$$  \hfill (3.29)

Consequently, we obtain from (3.22)

$$\rho(a(z_u)) \geq \exp \left( - \left\| \sum_{j \in \mathbb{N}} y_j \psi_j \right\|_{L^\infty} \right) \cos \left( \left\| \sum_{j \in \text{supp}(\rho)} \xi_j \psi_j \right\|_{L^\infty} \right) \geq \exp(-M) \cos \kappa$$

for all $z_u \in S_u(y_0, \rho)$ with $(y_j + i\xi_j)_{j \in \mathbb{N}} \in S_{u,N}(\rho)$. From this and the analyticity of exponential functions we conclude that the map $z_u \rightarrow u(z_u)$ is holomorphic on the set $S_{u,N}(\rho)$, see [33, Pages 22, 23]. Since $N$ is arbitrary we deduce that the map $z_u \rightarrow u(z_u)$ is holomorphic on $S_u(\rho)$.

The analytic continuation of the parametric solutions $\{u(y) : y \in U\}$ to $S_u(\rho)$ leads to the following result on parametric $V$-regularity in the following lemma.

**Lemma 3.9.** Let $\rho = (\rho_j)_{j \in \mathbb{N}}$ be a non-negative sequence satisfying (3.27). Let $y \in U$ with $b(y) \in L^{\infty}(D)$ and $\nu \in F$ such that $\text{supp}(\nu) \subseteq \text{supp}(\rho)$. Then we have

$$\left\| \partial^\nu u(y) \right\|_V \leq C_0 \frac{\nu!}{\rho^\nu} \exp \left( \left\| b(y) \right\|_{L^\infty} \right),$$

where $C_0 = e^\kappa (\cos \kappa)^{-1} ||f||_{V^*}$.

**Proof.** Let $\nu \in F$ such that $\text{supp}(\nu) \subseteq \text{supp}(\rho)$. Denote $u = \text{supp}(\nu)$. For fixed variable $y_j$ with $j \notin \text{supp}(\nu)$, the map $S_{u}(y, \rho) \ni z_u \rightarrow u(z_u)$ is holomorphic on the domain $S_{u}(y, \nu', \rho)$ where $\kappa < \kappa' < \pi/2$, see Proposition 3.8. Applying Cauchy’s integral formula gives

$$\partial^\nu u(y) = \frac{\nu!}{(2\pi i)^{|\nu|}} \int_{C_{y,u}(\rho)} \frac{u(z_u)}{\prod_{j \in \text{supp}(\nu)} (z_j - y_j)^{\nu_j + 1}} \prod_{j \in \text{supp}(\nu)} dz_j,$$
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This leads to
\[
\|\partial^\nu u(y)\|_V \leq \frac{\nu!}{\rho^\nu} \sup_{z_u \in C_u(y, \rho)} \|u(z_u)\|_V
\]
with
\[
C_u(y, \rho) = \{(z_j)_{j \in \mathbb{N}} \in S_u(y, \rho) : (z_j)_{j \in u} \in C_{y,u}(\rho)\}
\]
Notice that for \(z_u = (z_j)_{j \in \mathbb{N}} \in C_u(y, \rho)\) we can write \(z_j = y_j + \eta_j + i\xi_j \in C_{y,j}(\rho)\) with \(|\eta_j| \leq \rho_j\), \(|\xi_j| \leq \rho_j\) if \(j \in u\) and \(\eta_j = \xi_j = 0\) if \(j \notin u\). By denoting \(\eta = (\eta_j)_{j \in \mathbb{N}}\) and \(\xi = (\xi_j)_{j \in \mathbb{N}}\) we see that \(\|b(\eta)\|_{L^\infty} \leq \kappa\) and \(\|b(\xi)\|_{L^\infty} \leq \kappa\). Hence we deduce from (3.25) that
\[
\|u(z_u)\|_V \leq \exp\left(\frac{\|b(\eta + \theta)\|_{L^\infty}}{\cos \|b(\xi)\|_{L^\infty}}\right) \|f\|_{V^*} \leq \frac{\exp(\kappa + \|b(\eta)\|_{L^\infty})}{\cos \kappa} \|f\|_{V^*}.
\]
Inserting this into (3.31) we obtain the desired estimate.

### 3.6.2 Summability of Wiener-Hermite PC expansion coefficients

In this section, we will exploit the analyticity of \(u\) to prove a weighted \(\ell^2\)-summability result for the \(V\)-norms of the coefficients in the Wiener-Hermite PC expansion of the solution map \(y \to u(y)\). Our analysis yields the same \(\ell^p\)-summability result as in the papers [9, 8] in the case the \(\psi_j\) have arbitrary supports. In this case, our result implies that the \(\ell^p\)-summability of \((\|u_\nu\|_V)_\nu\) for \(0 < p \leq 1\) (the sparsity of parametric solutions) follows from the \(\ell^p\)-summability of the sequence \((j^\nu \|\psi_j\|_{L^\infty})_{j \in \mathbb{N}}\) for some \(\alpha > 1/2\) which is an improvement over the condition \((j\|\psi_j\|_{L^\infty})_{j \in \mathbb{N}} \in \ell^p(\mathbb{N})\) in [67], see [9, Section 6.3]. In the case of disjoint or finitely overlapping supports our analysis obtains a weaker result compared to [9, 8]. As observed in [35], one advantage of establishing sparsity of Wiener-Hermite PC expansion coefficients via holomorphy rather than by successive differentiation is that it allows to derive, in a unified way, summability bounds for sequences of Wiener-Hermite PC expansion coefficients whose size is measured in scales of Sobolev and Besov spaces in the domain \(D\). Using real-variable arguments as, e.g., in [9, 8], establishing sparsity of parametric solutions in Besov spaces in \(D\) of higher smoothness seems to require more involved technical and notational developments, according to [8, Comment on Page 2157].

Let us recall the notion of Bochner spaces. Let \((\Omega, \mathcal{A}, \mu)\) be a measure space, \(X\) a Banach space and \(1 \leq p < \infty\). Then the Bochner space \(L^p(\Omega, X; \mu)\) is defined as the space of all \(\mu\)-measurable mappings \(u\) from \(\Omega\) to \(X\) such that the norm
\[
\|u\|_{L^p(\Omega, X; \mu)} := \left(\int_\Omega \|u(y)\|_X^p \, d\mu\right)^{1/p} < \infty.
\]
In particular, when \((\Omega, \mathcal{A}, \mu) = (U, \mathcal{B}(U), \gamma)\), \(X\) is separable and \(p = 2\), the space \(L^2(U, X; \gamma)\) is one of the most important for the problems considered in this book. For example, the parametric solution \(\{u(y) : y \in U\}\) of (3.17) belongs to the space \(L^2(U, V; \gamma)\) or more generally, \(L^2(U, (H^{1+s} \cap H^1_0)(D); \gamma)\) for \(s\)-order of extra differentiability provided by higher data regularity. We recall from
Section 2.1.3 the normalized probabilistic Hermite polynomials \((H_k)_{k \in \mathbb{N}_0}\). Every \(u \in L^2(U, X; \gamma)\) admits the Wiener-Hermite PC expansion
\[
\sum_{\nu \in F} u_\nu H_\nu(y),
\]
where for \(\nu \in F\),
\[
H_\nu(y) = \prod_{j \in \mathbb{N}} H_{\nu_j}(y_j),
\]
and
\[
u_\nu := \int_U u(y) H_\nu(y) \, d\gamma(y)
\]
are called Wiener-Hermite PC expansion coefficients. Notice that \((H_\nu)_{\nu \in F}\) forms an ONB of \(L^2(U; \gamma)\).

For every \(u \in L^2(U, X; \gamma)\), there holds the Parseval-type identity
\[
\|u\|_{L^2(U, X; \gamma)}^2 = \sum_{\nu \in F} \|u_\nu\|_X^2, \quad u \in L^2(U, X; \gamma).
\]

The error of approximation of the parametric solution \(\{u(y) : y \in U\}\) of (3.17) will be measured in the Bochner space \(L^2(U, V; \gamma)\). A basic role in this approximation is taken by the Wiener-Hermite PC expansion (3.33) of \(u\) in the space \(L^2(U, V; \gamma)\).

For a finite set \(\Lambda \subset F\), we denote by \(u_\Lambda = \sum_{\nu \in \Lambda} u_\nu\) the corresponding partial sum of the Wiener-Hermite PC expansion (3.33). It follows from (3.34) that
\[
\|u - u_\Lambda\|_{L^2(U, V; \gamma)}^2 = \sum_{\nu \in F \setminus \Lambda} \|u_\nu\|_V^2.
\]

Therefore, summability results of the sequence \((\|u_\nu\|_V)_{\nu \in F}\) imply convergence rate estimates of finitely truncated expansions \(u_\Lambda_n\) for suitable sequences \((\Lambda_n)_{n \in \mathbb{N}}\) of finite index sets (see [67, 9, 40]).

The following identity was proved in [9, Theorem 3.3].

**Lemma 3.10.** Let Assumption 3.6 hold. Let \(r \in \mathbb{N}\) and \(\varrho = (\varrho_j)_{j \in \mathbb{N}} \in [0, \infty)^\infty\) be a sequence of positive numbers. Then
\[
\sum_{\nu \in F} \beta_\nu(r, \varrho) \|u_\nu\|_V^2 = \sum_{\|\nu\|_{\ell^\infty} \leq r} \frac{\varrho^{2\nu}}{\nu!} \int_U \|\partial^{\nu'} u(y)\|_V^2 \, d\gamma(y),
\]
where
\[
\beta_\nu(r, \varrho) := \sum_{\|\nu'\|_{\ell^\infty} \leq r} \binom{\nu}{\nu'} \varrho^{2\nu'} = \prod_{j \in \mathbb{N}} \left( \sum_{\ell=0}^r \binom{\nu_j}{\ell} \varrho_j^{2\ell} \right).
\]

We recall a summability property of the sequence \((\beta_\nu(r, \varrho)^{-1})_{\nu \in F}\) proved also in [9, Lemma 5.1].

**Lemma 3.11.** Let \(0 < p < 2\) and \(q := \frac{2p}{2-p}\). Let \(\varrho = (\varrho_j)_{j \in \mathbb{N}} \in [0, \infty)^\infty\) be a sequence of positive numbers such that
\[
(\varrho_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N}).
\]

Then for any \(r \in \mathbb{N}\) such that \(\frac{2}{r+1} < p\), the sequence defined in (3.36) for this \(r\) satisfies
\[
\sum_{\nu \in F} \beta_\nu(r, \varrho)^{-q/2} < \infty.
\]
For the following lemma see [34, Lemma 7.1, Theorem 7.2] and [33, Lemma 3.17].

**Lemma 3.12.** Let $\alpha = (\alpha_j)_{j \in \mathbb{N}}$ be a sequence of nonnegative numbers. Then we have the following.

(i) For $0 < p < \infty$, the sequence $(\alpha^\nu)_{\nu \in \mathcal{F}}$ belongs to $\ell^p(\mathcal{F})$ if and only if $\|\alpha\|_{\ell^p} < \infty$ and $\|\alpha\|_{\ell^1} < 1$.

(ii) For $0 < p \leq 1$, the sequence $(\alpha^\nu|\nu!/\nu)_{\nu \in \mathcal{F}}$ belongs to $\ell^p(\mathcal{F})$ if and only if $\|\alpha\|_{\ell^p} < \infty$ and $\|\alpha\|_{\ell^1} < 1$.

**Theorem 3.13** (General case). Let Assumption 3.6 hold and assume that $\vartheta = (\vartheta_j)_{j \in \mathbb{N}} \in [0, \infty)^{\infty}$ is a sequence satisfying $(\vartheta_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N})$ for some $0 < q < \infty$. Assume that, for each $\nu \in \mathcal{F}$, there exists a sequence $\rho_{\nu} = (\rho_{\nu,j})_{j \in \mathbb{N}} \in [0, \infty)^{\infty}$ such that $\text{supp}(\nu) \subseteq \text{supp}(\rho_{\nu})$,

$$
\sup_{\nu \in \mathcal{F}} \left\| \sum_{j \in \mathbb{N}} \rho_{\nu,j} |\psi_j| \right\|_{L^\infty} \leq k < \frac{\pi}{2}, \quad \text{and} \quad \sum_{|\nu|_{\ell^\infty} \leq r} \frac{\nu^2}{\rho_{\nu}^2} < \infty \quad (3.38)
$$

with $r \in \mathbb{N}$, $r > 2/q$.

Then

$$
\sum_{\nu \in \mathcal{F}} \beta_{\nu}(r, \vartheta) \|u_{\nu}\|_V^2 < \infty \quad (3.39)
$$

and, furthermore, $(\|u_{\nu}\|_V)_{\nu \in \mathcal{F}} \in \ell^p(\mathcal{F})$ with $\frac{1}{p} = \frac{1}{q} + \frac{1}{2}$.

**Proof.** Due to Lemma 3.10, in order to prove (3.39) we show that the right-hand side in (3.35) is finite. By Proposition 3.7 Assumption 3.6 implies that $b(y)$ belongs to $L^\infty(D)$ for $\gamma$-a.e. $y \in U$ and $E(\exp(kb(y))_{L^\infty}))$ is finite for all $k \in [0, \infty)$.

For $y \in U$ such that $b(y) \in L^\infty(D)$ and $\nu \in \mathcal{F}$ with $u = \text{supp}(\nu)$, the solution $u$ of (3.17) is holomorphic in $S_u(\rho_{\nu})$, see Proposition 3.8. This, (3.38) and Lemma 3.9 yield that

$$
\sum_{|\nu|_{\ell^\infty} \leq r} \frac{\vartheta^2}{\nu!} \int_U \left\| \partial^\nu u(y) \right\|_V^2 d\gamma(y) \leq C_0^2 \sum_{|\nu|_{\ell^\infty} \leq r} \frac{\nu! \vartheta^2}{\rho_{\nu}^2} E(\exp(2b(y))_{L^\infty})) < \infty.
$$

Since $r > \frac{2}{q}$ and $(\vartheta_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N})$, by Lemma 3.11 the sequence $(\beta_{\nu}(r, \vartheta))_{\nu \in \mathcal{F}}$ satisfies the inequality (3.37). Hence, by Hölder’s inequality we get that

$$
\sum_{\nu \in \mathcal{F}} \|u_{\nu}\|_V^p \leq \left( \sum_{\nu \in \mathcal{F}} \beta_{\nu}(r, \vartheta) \|u_{\nu}\|_V^2 \right)^{p/2} \left( \sum_{\nu \in \mathcal{F}} \beta_{\nu}(\vartheta)^{-q/2} \right)^{1-p/2} < \infty.
$$

**Corollary 3.14** (The case of global supports). Assume that there exists a sequence of positive numbers $\lambda = (\lambda_j)_{j \in \mathbb{N}}$ such that

$$
(\lambda_j\|\psi_j\|_{L^\infty})_{j \in \mathbb{N}} \in \ell^1(\mathbb{N}) \quad \text{and} \quad (\lambda_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N}),
$$

for some $0 < q < \infty$. Then we have $(\|u_{\nu}\|_V)_{\nu \in \mathcal{F}} \in \ell^p(\mathcal{F})$ with $\frac{1}{p} = \frac{1}{q} + \frac{1}{2}$.  


44
Proof. Let $\nu \in \mathcal{F}$. We define the sequence $\rho_\nu = (\rho_{\nu,j})_{j \in \mathbb{N}}$ by $\rho_{\nu,j} := \frac{\nu_j}{\|\nu\|_{L^\infty}}$ for $j \in \text{supp}(\nu)$ and $\rho_{\nu,j} = 0$ if $j \notin \text{supp}(\nu)$ and choose $\varrho = \tau \lambda$, $\tau$ is an appropriate positive constant. It is obvious that

$$\sup_{\nu \in \mathcal{F}} \left\| \sum_{j \in \mathbb{N}} \rho_{\nu,j} |\psi_j| \right\|_{L^\infty} \leq 1.$$ 

We first show that Assumption 3.6 is satisfied for the sequence $X' = (\ell^d)_{j \in \mathbb{N}}$ with $\lambda'_j := \lambda_j^{1/2}$ by a similar argument as in [9, Remark 2.5]. From the assumption $(\lambda_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N})$ we derive that up to a nondecreasing rearrangement, $\lambda'_j \geq C j^{1/(2q)}$ for some $C > 0$. Therefore, $(\exp(-\lambda'_j))_{j \in \mathbb{N}} \in \ell^1(\mathbb{N})$. The convergence in $L^\infty(D)$ of $j \in \mathbb{N} \lambda'_j |\psi_j|$ can be proved as follows.

$$\left\| \sum_{j \in \mathbb{N}} \lambda'_j |\psi_j| \right\|_{L^\infty} \leq \sup_{j \in \mathbb{N}} \lambda_j^{-1/2} \sum_{j \in \mathbb{N}} \lambda_j |\psi_j|_{L^\infty} < \infty.$$ 

With $r > 2/q$ we have

$$\sum_{\|\nu\|_{\infty} \leq r} \frac{\nu! \rho_{\nu}^{2\nu}}{\rho_{\nu}^{2\nu}} \leq \sum_{\|\nu\|_{\infty} \leq r} \frac{\nu!}{\rho_{\nu}^{2\nu}} \prod_{j \in \text{supp}(\nu)} \left( \tau \sqrt{r} \lambda_j |\psi_j|_{L^\infty} \right)^{2\nu_j}$$

$$\leq \left( \sum_{\|\nu\|_{\infty} \leq r} \frac{\nu!}{\rho_{\nu}^{2\nu}} \prod_{j \in \text{supp}(\nu)} \left( \tau \sqrt{r} \lambda_j |\psi_j|_{L^\infty} \right)^{\nu_j} \right)^2 \quad (3.40)$$

$$\leq \left( \sum_{\|\nu\|_{\infty} \leq r} \frac{\nu!}{\rho_{\nu}^{2\nu}} \prod_{j \in \text{supp}(\nu)} \left( e \tau \sqrt{r} \lambda_j |\psi_j|_{L^\infty} \right)^{\nu_j} \right)^2$$

In the last step we used the inequality

$$\frac{\nu!}{\rho_{\nu}^{2\nu}} \leq \frac{e^{\nu!}}{\nu!},$$

which is immediately derived from the inequalities $m! \leq m^m \leq e^m m!$. Since $(\tau \sqrt{r} \lambda_j |\psi_j|_{L^\infty})_{j \in \mathbb{N}} \in \ell^1(\mathbb{N})$, we can choose a positive number $\tau$ so that

$$\left\| (e \tau \sqrt{r} \lambda_j |\psi_j|_{L^\infty})_{j \in \mathbb{N}} \right\|_{\ell^1} < 1.$$ 

This implies by Lemma 3.12(ii) that the last sum in (3.40) is finite. Applying Theorem 3.13 the desired result follows.

\[ \square \]

Corollary 3.15 (The case of disjoint supports). Assuming $\psi_j \in L^\infty(D)$ for all $j \in \mathbb{N}$ with disjoint supports and, furthermore, that there exists a sequence of positive numbers $\lambda = (\lambda_j)_{j \in \mathbb{N}}$ such that

$$(\lambda_j |\psi_j|_{L^\infty})_{j \in \mathbb{N}} \in \ell^2(\mathbb{N}) \quad \text{and} \quad (\lambda_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N}),$$

for some $0 < q < \infty$. Then $(\|w_\nu\|_{\mathcal{F}})_{\nu \in \mathcal{F}} \in \ell^p(\mathcal{F})$ with $\frac{1}{p} = \frac{1}{q} + \frac{1}{2}$. 
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Proof. Fix $\nu \in \mathcal{F}$, arbitrary. For this $\nu$ we define the sequence $\rho_\nu = (\rho_j)_{j \in \mathbb{N}}$ by $\rho_j := \frac{1}{\|\psi_j\|_{L^\infty}}$ for $j \in \mathbb{N}$ and $\varrho = \tau \lambda$, where a positive number $\tau$ will be chosen later on. It is clear that
\[
\left\| \sum_{j \in \mathbb{N}} \rho_j |\psi_j| \right\|_{L^\infty} \leq 1.
\]
Since $(\lambda_j^{-1})_{j \in \mathbb{N}} \in \ell^2(\mathbb{N})$ and $(\lambda_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N})$, by Hölder’s inequality we get $(\rho_j^{-1})_{j \in \mathbb{N}} \in \ell^{q_0}(\mathbb{N})$ with $\frac{1}{q_0} = \frac{1}{2} + \frac{1}{q}$. Hence, similarly to the proof of Corollary 3.14, we can show that Assumption 3.6 holds for the sequence $\lambda' = (\lambda_j')_{j \in \mathbb{N}}$ with $\lambda_j' := \lambda_j^{1/2}$. In addition, with $r > 2/q$ we have by Lemma 3.12(i)
\[
\sum_{\|\nu\|_\infty \leq r} \frac{\nu! q^{2\nu}}{\rho_\nu^{2\nu}} \leq \sum_{\|\nu\|_\infty \leq r} \left( \prod_{j \in \text{supp}(\nu)} (\tau \sqrt{r!} \lambda_j \|\psi_j\|_{L^\infty})^{2\nu_j} \right) < \infty,
\]

since by the condition $(\tau \sqrt{r!} \lambda_j \|\psi_j\|_{L^\infty})_{j \in \mathbb{N}} \in \ell^2(\mathbb{N})$ a positive number $\tau$ can be chosen so that $\sup_{j \in \mathbb{N}} (\tau \sqrt{r!} \lambda_j \|\psi_j\|_{L^\infty}) < 1$. Finally, we apply Theorem 3.13 to obtain the desired results.

\[\square\]

Remark 3.16. We comment on the situation when there exists $\rho = (\rho_j)_{j \in \mathbb{N}} \in (0, \infty)^\infty$ such that
\[
\left\| \sum_{j \in \mathbb{N}} \rho_j |\psi_j| \right\|_{L^\infty} = \kappa < \frac{\pi}{2}
\]
and $(\rho_j^{-1})_{j \in \mathbb{N}} \in \ell^{q_0}(\mathbb{N})$ for some $0 < q_0 < \infty$ as given in [9, Theorem 1.2]. We choose $\varrho = (\varrho_j)_{j \in \mathbb{N}}$ by
\[
\varrho_j = \rho_j^{1-q_0/2} \frac{1}{\sqrt{r! \|\rho_j^{-1}\|_{\ell^{q_0}}^{q_0/2}}}
\]
and $\rho_\nu = (\rho_j)_{j \in \mathbb{N}}$. Then we obtain $(\varrho_j^{-1})_{j \in \mathbb{N}} \in \ell^{q_0/(1-q_0/2)}(\mathbb{N})$ and
\[
\sum_{\|\nu\|_\infty \leq r} \nu! \varrho_\nu^{2\nu} = \sum_{\|\nu\|_\infty \leq r} \nu! \prod_{j \in \text{supp}(\nu)} \left( \frac{\rho_j^{-q_0}}{r! \|\rho_j^{-1}\|_{\ell^{q_0}}} \right) ^{\nu_j} < \infty.
\]
This implies $(\|u_\nu\|_{\mathcal{V}})_{\nu \in \mathcal{F}} \in \ell^p(\mathcal{F})$ with $p = q_0$.

Remark 3.17. The summability property $(\|u_\nu\|_{\mathcal{V}})_{\nu \in \mathcal{F}} \in \ell^p(\mathcal{F})$ proven in Theorem 3.13, has been used in establishing the convergence rate of the best $n$-term approximation of the solution $u$ to the parametric elliptic PDE (3.17) [9]. However, such a property cannot be used for estimating convergence rates of high-dimensional deterministic numerical approximation constructive schemes such as single-level and multi-level versions of anisotropic sparse-grid Hermite-Smolyak interpolation and quadrature in Sections 6 and 7.7. In the last situation, the following weighted $\ell^2$-summability presented in Theorem 3.13, is efficiently applied:
\[
\sum_{\nu \in \mathcal{F}} \beta_\nu(r, \varrho) \|u_\nu\|_{\mathcal{V}}^2 < \infty, \quad (\varrho_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N}), \quad (0 < q < \infty).
\]
This summability property has been employed in [28, 40, 47] for similar problems. This remark still holds true for the summability problems considered in Sections 3.7 and 3.8.
3.7 Parametric $H^s(D)$-analyticity and sparsity

Whereas the previous results were, in principle, already known from the real-variable analyses in [15, 9], in this and the subsequent sections, we prove via analytic continuation the weighted $\ell^2$-summability (sparsity) and $\ell^p$-summability of the Wiener-Hermite PC expansion coefficients of the parametric solutions of (3.17) with log-Gaussian coefficient $a(y) = \exp(b(y))$ when the Wiener-Hermite PC expansion coefficients of the parametric solution family $\{u(y) : y \in U\}$ are measured in higher Sobolev norms. In Section 3.8 we shall establish corresponding results when the physical domain $D$ is a plane Lipschitz polygon whose sides are analytic arcs.

3.7.1 $H^s(D)$-analyticity

As $H^s(D)$ regularity in $D$ is relevant in particular in conjunction with Galerkin discretization in $D$ by continuous, piecewise polynomial, Lagrangian FEM, we recall the elementary regularity results from Section 3.3. We recall the Sobolev spaces $H^s(D)$, and $W^s_\infty(D)$ of functions $v$ on $D$ for $s \in \mathbb{Z}_+$, equipped with the respective norms

$$
\|v\|_{H^s} := \sum_{k \in \mathbb{Z}_+^d : |k| \leq s} \|D^k v\|_{L^2}, \quad \|v\|_{W^s_\infty} := \sum_{k \in \mathbb{Z}_+^d : |k| \leq s} \|D^k v\|_{L^\infty}.
$$

With these definitions $H^0_0(D) = L^2(D)$ and $W^0_\infty(D) = L^\infty(D)$. We recall from Section 3.3 that we identify $L^2(D)$ with its own dual, so that the space $H^{-1}(D)$ is defined as the dual of $H^1_0(D)$ with respect to the pivot space $L^2(D)$.

**Lemma 3.18.** Let $s \in \mathbb{N}$ and $D$ be a bounded domain in $\mathbb{R}^d$ with either $C^\infty$-boundary or with convex $C^{s-1}$-boundary. Assume that there holds the ellipticity condition (3.24), $a \in W^s_\infty(D)$ and $f \in H^{s-2}(D)$. Then the solution $u$ of (3.1) belongs to $H^s(D)$ and there holds

$$
\|u\|_{H^s} \leq \begin{cases} 
\frac{\|f\|_{H^{-1}}}{\rho(a)} & s = 1, \\
C_{d,s} (\|f\|_{H^{s-2}} + \|a\|_{W^s_\infty} \|u\|_{H^{s-1}}) & s > 1,
\end{cases}
$$

with $C_{d,s}$ depending on $d, s$.

**Proof.** Defining, for $s \in \mathbb{N}$, $H^0_0(D) := (H^s \cap H^1_0)(D)$, since $D$ is a bounded domain in $\mathbb{R}^d$ with either $C^\infty$-boundary or convex $C^{s-1}$-boundary, we have the following norm equivalence

$$
\|v\|_{H^s} \propto \begin{cases} 
\|v\|_{H^s_0}, & s = 1, \\
\|\Delta v\|_{H^{s-2}}, & s > 1,
\end{cases} \quad \forall v \in H^s_0,
$$

see [56, Theorem 2.5.1.1]. The lemma for the case $s = 1$ and $s = 2$ is given in (3.4) and (3.9). We prove the case $s > 2$ by induction on $s$. Suppose that the assertion holds true for all $s' < s$. We will prove it for $s$. Let $k \in \mathbb{Z}_+^d$ with $|k| = s - 2$ be given. Differentiating both sides of (3.10) and applying the Leibniz rule of multivariate differentiation we obtain

$$
- \sum_{0 \leq k' \leq k} \binom{k}{k'} D^{k'} a D^{k-k'} (\Delta u) = D^k f + \sum_{0 \leq k' \leq k} \binom{k}{k'} (\nabla D^{k'} a, \nabla D^{k-k'} u),
$$
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see also [8, Lemma 4.3]. Hence,

\[-a D^k \Delta u = D^k f + \sum_{0 \leq k' \leq k} \binom{k}{k'} (\nabla D^{k'} a, \nabla D^{k-k'} u) + \sum_{0 \leq k' \leq k, k' \neq 0} \binom{k}{k'} D^{k'} a D^{k-k'} \Delta u.\]

Taking the $L^2$-norm of both sides, by the ellipticity condition (3.3) we derive the inequality

\[\rho(a) \|\Delta u\|_{H^{s-2}} \leq C_{d,s}' \left( \|f\|_{H^{s-2}} + \|a\|_{H^{s-1}} \|u\|_{H^{s-1}} + \|a\|_{W^s_{\infty}} \|\Delta u\|_{H^{s-3}} \right),\]

which yields (3.41) due to (3.42) and the inequality

\[\|a\|_{W^s_{\infty}} \|\Delta u\|_{H^{s-3}} \leq \|a\|_{W^s_{\infty}} \|u\|_{H^{s-1}},\]

where $C_{d,s}'$ is a constant depending on $d, s$ only. By induction, this proves that $u$ belongs to $H^s$.

\[\square\]

**Corollary 3.19.** Let $s \in \mathbb{N}$ and $D$ be a bounded domain in $\mathbb{R}^d$ with either $C^\infty$-boundary or convex $C^{s-1}$-boundary. Assume that there holds the ellipticity condition (3.3), $a \in W^{s-1}_{\infty}(D)$ and $f \in H^{s-2}(D)$. Then the solution $u$ of (3.1) belongs to $H^s(D)$ and there holds the estimate

\[\|u\|_{H^s} \leq \frac{\|f\|_{H^{s-2}}}{\rho(a)} \left\{ \begin{array}{ll} 1, & s = 1, \\ C_{d,s}' \left( 1 + \frac{\|a\|_{W^s_{\infty}}}{\rho(a)} \right)^{s-1}, & s > 1, \end{array} \right.\]

where $C_{d,s}'$ is a constant depending on $d, s$ only.

We need the following lemma.

**Lemma 3.20.** Let $s \in \mathbb{N}$ and assume that $b(y)$ belongs to $W^s_{\infty}(D)$. Then we have

\[\|a(y)\|_{W^s_{\infty}} \leq C\|a(y)\|_{L^{\infty}} \left( 1 + \|b(y)\|_{W^s_{\infty}} \right)^s,\]

where the constant $C$ depends on $s$ and $m$ but is independent of $y$.

**Proof.** For $\alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{Z}^d_+$ with $1 \leq |\alpha| \leq s$, we observe that for $\alpha_j > 0$ the product rule implies

\[D^\alpha a(y) = D^{\alpha-e_j} \left[ a(y) D^{e_j} b(y) \right] = \sum_{0 \leq \gamma \leq \alpha-e_j} \binom{\alpha - e_j}{\gamma} D^{\alpha-\gamma} b(y) D^\gamma a(y).\] (3.43)

Taking norms on both sides, we can estimate

\[\|D^\alpha a(y)\|_{L^\infty} = \|D^{\alpha-e_j} \left[ a(y) D^{e_j} b(y) \right]\|_{L^\infty} \leq \sum_{0 \leq \gamma \leq \alpha-e_j} \binom{\alpha - e_j}{\gamma} \|D^{\alpha-\gamma} b(y)\|_{L^\infty} \|D^\gamma a(y)\|_{L^\infty} \leq C \left( \sum_{0 \leq \gamma \leq \alpha-e_j} \|D^\gamma a(y)\|_{L^\infty} \right) \left( \sum_{|\kappa| \leq s} \|D^\kappa b(y)\|_{L^\infty} \right).\]
Here $e_j = (e_{j,i})_{i \in \mathbb{N}} \in \mathcal{F}$ is the multi-index with $e_{j,j} = 1$ and $e_{j,i} = 0$ for $i \neq j$. Similarly, each term $\|D^\gamma a(y)\|_{L^\infty}$ with $|\gamma| > 0$ can be estimated

$$\|D^\gamma a(y)\|_{L^\infty} \leq C \left( \sum_{0 \leq \gamma' \leq \gamma - e_j} \|D^\gamma' a(y)\|_{L^\infty} \right) \left( \sum_{|k| \leq s} \|D^k b(y)\|_{L^\infty} \right)$$

if $\gamma_j > 0$. This implies

$$\|D^\alpha a(y)\|_{L^\infty} \leq C \|a(y)\|_{L^\infty} \left( 1 + \sum_{|k| \leq s} \|D^k b(y)\|_{L^\infty} \right)^{|\alpha|},$$

for $1 \leq |\alpha| \leq s$. Summing up these terms with $\|a(y)\|_{L^\infty}$ we obtain the desired estimate.

\[\square\]

**Proposition 3.21.** Let $s \in \mathbb{N}$ and $D$ be a bounded domain in $\mathbb{R}^d$ with either $C^\infty$-boundary or convex $C^{s-1}$-boundary. Assume that (3.27) holds and all the functions $\psi_j$ belong to $W^{s-1}_\infty(D)$. Let $u \subseteq \text{supp}(\rho)$ be a finite set and let $y_0 = (y_{0,1}, y_{0,2}, \ldots) \in U$ be such that $b(y_0)$ belongs to $W^{s-1}_\infty(D)$. Then the solution $u$ of (3.17) is holomorphic in $S_u(\rho)$ as a function in variables $z_u = (z_j)_{j \in \mathbb{N}} \in S_u(y_0, \rho)$ taking values in $H^s(D)$ where $z_j = y_{0,j}$ for $j \not\in u$ held fixed.

**Proof.** Let $S_{u,N}(\rho)$ be given in (3.28) and $z_u = (y_j + i\xi_j)_{j \in \mathbb{N}} \in S_u(y_0, \rho)$ with $(y_j + i\xi_j)_{j \in \mathbb{N}} \in S_{u,N}(\rho)$. Then we have from Corollary 3.19

$$\|u(z_u)\|_{H^s} \leq C \rho(a(z_u)) \left( 1 + \rho(a(z_u)) \|a(z_u)\|_{W^{s-1}_\infty} \right)^{s-1}.$$  

Using Lemma 3.20 we find

$$\|a(z_u)\|_{W^{s-1}_\infty} \leq C \|a(z_u)\|_{L^\infty} \left( 1 + \|b(z_u)\|_{W^{s-1}_\infty} \right)^{s-1} \leq C \|a(z_u)\|_{L^\infty} \left( 1 + \|b(y_0)\|_{W^{s-1}_\infty} + \left\| \sum_{j \in u} (y_j - y_{0,j} + i\xi_j) \psi_j \right\|_{W^{s-1}_\infty} \right)^{s-1} \leq C \|a(z_u)\|_{L^\infty} \left( 1 + \|b(y_0)\|_{W^{s-1}_\infty} + \sum_{j \in u} (N + \rho_j) \|\psi_j\|_{W^{s-1}_\infty} \right)^{s-1}$$

and

$$\|a(z_u)\|_{L^\infty} \leq \exp \left( \|b(y_0)\|_{L^\infty} + \left\| \sum_{j \in u} (y_j - y_{0,j} + i\xi_j) \psi_j \right\|_{L^\infty} \right) < \infty.$$

(3.44)

From this and (3.29) we obtain

$$\|u(z_u)\|_{H^s} \leq C < \infty$$

which implies the map $z_u \to u(z_u)$ is holomorphic on the set $S_{u,N}(\rho)$ by applying [22, Lemma 2.2]. For more details we refer the reader to [102, Examples 1.2.38 and 1.2.39]. Since $N$ is arbitrary we conclude that the map $z_u \to u(z_u)$ is holomorphic on $S_{u}(\rho)$.
3.7.2 Summability of Wiener-Hermite PC expansion coefficients

For summability of $H^s$-norms of Wiener-Hermite PC expansion coefficients we need the following assumption.

**Assumption 3.22.** Let $s \in \mathbb{N}$. For every $j \in \mathbb{N}$, $\psi_j \in W^{s-1}_\infty(D)$ and there exists a positive sequence $(\lambda_j)_{j \in \mathbb{N}}$ such that $(\exp(-\lambda_j^2))_{j \in \mathbb{N}} \in \ell^1(\mathbb{N})$ and the series

$$\sum_{j \in \mathbb{N}} \lambda_j |D^\alpha \psi_j|$$

converges in $L^\infty(D)$ for all $\alpha \in \mathbb{N}_0^d$ with $|\alpha| \leq s - 1$.

As a consequence of [9, Theorem 2.2] we have the following

**Lemma 3.23.** Let Assumption 3.22 hold. Then the set $U_{s-1} := \{y \in U : b(y) \in W^{s-1}_\infty(D)\}$ has full measure, i.e., $\gamma(U_{s-1}) = 1$. Furthermore, $\mathbb{E}(\exp(k||b(\cdot)||_{W^{s-1}_\infty}))$ is finite for all $k \in [0, \infty)$.

The $H^s$-analytic continuation of the parametric solutions $\{u(y) : y \in U\}$ to $S_u(\rho)$ leads to the following result on parametric $H^s$-regularity.

**Lemma 3.24.** Let $D \subset \mathbb{R}^d$ be a bounded domain with either $C^\infty$-boundary or convex $C^{s-1}$-boundary. Assume that for each $\nu \in \mathcal{F}$, there exists a sequence $\rho_{\nu} = (\rho_{\nu,j})_{j \in \mathbb{N}} \in [0, \infty)^\infty$ such that $\text{supp}(\nu) \subseteq \text{supp}(\rho_{\nu})$, and such that

$$\sup_{\nu \in \mathcal{F}} \sum_{|\alpha| \leq s - 1} \left\| \sum_{j \in \mathbb{N}} \rho_{\nu,j} |D^\alpha \psi_j| \right\|_{L^\infty} \leq \kappa < \frac{\pi}{2}.$$ 

Then we have

$$\|\partial^\nu u(y)\|_{H^s} \leq C \frac{\nu!}{\rho_{\nu}^s} \exp\left(\|b(y)\|_{L^\infty}\right) \left\{1 + \exp(2\|b(y)\|_{L^\infty}) \left(1 + \|b(y)\|_{W^{s-1}_\infty}\right)^{s-1}\right\}^{s-1}, \quad (3.45)$$

where $C$ is a constant depending on $\kappa, d, s$ only.

**Proof.** Let $\nu \in \mathcal{F}$ with $u = \text{supp}(\nu)$ and $y \in U$ such that $b(y) \in W^{s-1}_\infty(D)$. Let furthermore $C_{y,u}(\rho_{\nu})$ and $C_{y_
u}(y, \rho_{\nu})$ be given as in (3.30) and (3.32). Using Cauchy’s formula as in the proof of Lemma 3.9 we obtain

$$\|\partial^\nu u(y)\|_{H^s} \leq \frac{\nu!}{\rho_{\nu}^s} \sup_{z_u \in C_{y,u}(\rho_{\nu})} \|u(z_u)\|_{H^s}. \quad (3.46)$$

For $z_u = (z_j)_{j \in \mathbb{N}} \in C_{u}(y, \rho_{\nu})$ we can write $z_j = y_j + \eta_j + i\xi_j \in C_{y,j}(\rho_{\nu})$ with $|\eta_j| \leq \rho_{\nu,j}$ and $|\xi_j| \leq \rho_{\nu,j}$ for $j \in u$ and hence we get

$$\|D^\alpha b(z_u)\|_{L^\infty} = \left\| D^\alpha \left( b(y) + \sum_{j \in u} (\eta_j + i\xi_j) \psi_j \right) \right\|_{L^\infty} \leq \|D^\alpha b(y)\|_{L^\infty} + \sqrt{2} \left\| \sum_{j \in u} \rho_{\nu,j} |D^\alpha \psi_j| \right\|_{L^\infty} \leq \|D^\alpha b(y)\|_{L^\infty} + \kappa \sqrt{2}.$$ 
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In addition we have
\[
\frac{1}{\rho(a(z_u))} \leq \exp\left(\|b(y) + \sum_{j\in\mathbb{N}} \eta_j \psi_j\|_{L^\infty}\right) \leq \frac{\exp(k + \|b(y)\|_{L^\infty})}{\cos \kappa} \tag{3.47}
\]
and
\[
\|a(z_u)\|_{L^\infty} = \left\| \exp \left( b(y) + \sum_{j\in\mathbb{N}} (\eta_j + i \xi_j) \psi_j \right) \right\|_{L^\infty} \leq e^{\kappa \sqrt{2}} \exp(\|b(y)\|_{L^\infty}). \tag{3.48}
\]
Consequently, we can bound
\[
\|a(z_u)\|_{W^{s-1}_{\infty}} \leq C\|a(z_u)\|_{L^\infty} (1 + \|b(z_u)\|_{W^{s-1}_{\infty}})^{s-1} \leq C \exp(\|b(y)\|_{L^\infty})(1 + \|b(y)\|_{W^{s-1}_{\infty}})^{s-1}.
\]
Now Corollary 3.19 implies the inequality
\[
\sup_{z_u \in C_u(y, \rho_u)} \|u(z_u)\|_{H^s} \leq C \exp(\|b(y)\|_{L^\infty}) \left\{ 1 + \exp(2\|b(y)\|_{L^\infty})(1 + \|b(y)\|_{W^{s-1}_{\infty}})^{s-1} \right\}^{s-1}, \tag{3.49}
\]
which together with (3.46) proves the lemma.

\[\square\]

**Theorem 3.25** (General case). Let \(s, r \in \mathbb{N}\) and \(D \subset \mathbb{R}^d\) denote a bounded domain with either \(C^\infty\)-boundary or convex \(C^{s-1}\)-boundary. Let further Assumption 3.22 hold, assume that \(f \in H^{s-2}(D)\), and assume given a sequence \(q = (q_j)_{j\in\mathbb{N}} \subset (0, \infty)^\infty\) that satisfies \((q_j^{-1})_{j\in\mathbb{N}} \in \ell^q(\mathbb{N})\) for some \(0 < q < \infty\). Assume in addition that, for each \(\nu \in \mathcal{F}\), there exists a sequence \(\rho_\nu = (\rho_{\nu,j})_{j\in\mathbb{N}} \in (0, \infty)^\infty\) such that \(\text{supp(\nu)} \subseteq \text{supp}(\rho_\nu)\), and such that, with \(r > 2/q\),

\[
\sup_{\nu \in \mathcal{F}} \sum_{|\alpha| \leq s-1} \left\| \sum_{j\in\mathbb{N}} \rho_{\nu,j} |D^\alpha \psi_j| \right\|_{L^\infty} \leq \kappa < \frac{\pi}{2}, \quad \text{and} \quad \sum_{|\nu|_{\ell^p} \leq r} \frac{\nu^q \rho_{2\nu}}{\rho_{\nu}^{2\nu}} < \infty.
\]

Then there holds, with \(\beta_\nu(r, q)\) as in (3.36),
\[
\sum_{\nu \in \mathcal{F}} \beta_\nu(r, q) \|u_\nu\|_{H^s}^2 < \infty \tag{3.50}
\]
and furthermore, \((\|u_\nu\|_{H^s})_{\nu \in \mathcal{F}} \in \ell^p(\mathcal{F})\) with \(\frac{1}{p} = \frac{1}{q} + \frac{1}{2}\).

**Proof.** Arguing as in the proof of [9, Theorem 3.3] we obtain that for any \(r \in \mathbb{N}\) there holds following generalization of the Parseval-type identity
\[
\sum_{\nu \in \mathcal{F}} \beta_\nu(r, q) \|u_\nu\|_{H^s}^2 = \sum_{|\nu|_{\ell^p} \leq r} \frac{q^{2\nu}}{\nu!} \int_U \|\partial^\nu u(y)\|_{H^s}^2 \, d\gamma(y). \tag{3.51}
\]
To prove (3.50) we show that the right-hand side in (3.51) is finite. By (3.49), Lemma 3.23 and Hölder’s inequality we derive that
\[
\int_U \left( \sup_{z_u \in C_u(y, \rho_u)} \|u(z_u)\|_{H^s} \right)^2 \, d\gamma(y) \leq C
\]
and in particular, $\mathbb{E}(\|u(y)\|_{H^s}^p)$ is finite for all $k \in [0, \infty)$. Now Lemma 3.24 and our assumption give

$$
\sum_{|\nu|\leq r} \frac{\|\phi_v^\nu\|_{\nu}}{\nu!} \int_U \|\partial^\nu u(y)\|_{H^s}^2 \, d\gamma(y) < \infty,
$$

where $C$ is the constant in (3.45). Indeed,

$$
\sum_{|\nu|\leq r} \frac{\|\phi_v^\nu\|_{\nu}}{\nu!} \int_U \|\partial^\nu u(y)\|_{H^s}^2 \, d\gamma(y) \leq C^2 \sum_{|\nu|\leq r} \frac{\nu!\|\phi_v^\nu\|_{\nu}}{\rho_\nu^\nu} \int_U \, d\gamma(y) \leq C^2 \sum_{|\nu|\leq r} \frac{\nu!\|\phi_v^\nu\|_{\nu}}{\rho_\nu^\nu} < \infty,
$$

where $C$ is the constant in (3.45). This and (3.51) prove (3.50). The assertion $(\|u_\nu\|_{H^s})_{\nu \in \mathcal{F}} \in \ell^p(\mathcal{F})$ can be proved in the same way as in the proof of Theorem 3.13.

Similarly to Corollaries 3.14 and 3.15 from Theorem 3.25 we obtain

**Corollary 3.26** (The case of global supports). Let $s \in \mathbb{N}$ and $D \subset \mathbb{R}^d$ denote a bounded domain with either $C^\infty$-boundary or convex $C^{s-1}$-boundary. Assume that for all $j \in \mathbb{N}$ holds $\psi_j \in W_{s-1}^s(D)$, and that $f \in H^{s-2}(D)$. Assume further that there exists a sequence of positive numbers $\lambda = (\lambda_j)_{j \in \mathbb{N}}$ such that

$$(\lambda_j\|\psi_j\|_{W_{s-1}^s})_{j \in \mathbb{N}} \in \ell^1(\mathbb{N}) \quad \text{and} \quad (\lambda_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N}),$$

for some $0 < q < \infty$. Then we have $(\|u_\nu\|_{H^s})_{\nu \in \mathcal{F}} \in \ell^p(\mathcal{F})$ with $\frac{1}{p} = \frac{1}{q} + \frac{1}{2}$.

**Corollary 3.27** (The case of disjoint supports). Let $s \in \mathbb{N}$ and $D \subset \mathbb{R}^d$ denote a bounded domain with either $C^\infty$-boundary or convex $C^{s-1}$-boundary. Assume that $f \in H^{s-2}(D)$ and for all $j \in \mathbb{N}$ holds $\psi_j \in W_{s-1}^s(D)$ with disjoint supports. Assume further that there exists a sequence of positive numbers $\lambda = (\lambda_j)_{j \in \mathbb{N}}$ such that

$$(\lambda_j\|\psi_j\|_{W_{s-1}^s})_{j \in \mathbb{N}} \in \ell^2(\mathbb{N}) \quad \text{and} \quad (\lambda_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N}),$$

for some $0 < q < \infty$. Then $(\|u_\nu\|_{H^s})_{\nu \in \mathcal{F}} \in \ell^p(\mathcal{F})$ with $\frac{1}{p} = \frac{1}{q} + \frac{1}{2}$.

### 3.8 Parametric Kondrat’ev analyticity and sparsity

In the previous section, we investigated the weighted $\ell^2$-summability and $\ell^p$-summability of Wiener-Hermite PC expansion coefficients of parametric solutions measured in the standard Sobolev spaces $H^s(D)$. We assumed that $D \subset \mathbb{R}^d$ with boundary $\partial D$ of sufficient smoothness (depending on $s$). In this section we consider in space dimension $d = 2$ the case when the physical domain $D$ is a polygonal domain. In such domains, elliptic regularity shift results and shift theorems in $D$ hold in so-called corner-weighted Sobolev spaces going back to V.A. Kondrat’ev. We refer to [56, 84] and the references there for an extensive survey.

To state corresponding results for the log-Gaussian parametric elliptic problems, we first review definitions of the weighted Sobolev spaces of Kondrat’ev type and results from [22] on the holomorphy of parametric solutions in weighted Kondrat’ev spaces in polygonal domains $D$. Then, we establish summability results of coefficient sequences of Wiener-Hermite PC expansions of the parametric solutions in weighted Kondrat’ev spaces. FE approximation results for Wiener-Hermite PC expansion coefficient functions which are in these spaces were provided in Section 2.6.
3.8.1 Parametric $K^s_\kappa(D)$-holomorphy

We recall the weighted Kondrat’ev spaces in a bounded polygonal domain $D$ introduced in Section 2.6.2: for $s \in \mathbb{Z}_+$ and $\kappa \in \mathbb{R}$,

$$K^s_{\kappa}(D) = \left\{ u : D \to \mathbb{C} : \left| r^{[\alpha]}_{\kappa} D^{\alpha} u \right| \in L^2(D), |\alpha| \leq s \right\}$$

and

$$W^s_{\infty}(D) = \left\{ u : D \to \mathbb{C} : \left| r^{[\alpha]}_{\kappa} D^{\alpha} u \right| \in L^\infty(D), |\alpha| \leq s \right\}.$$ 

The weighted Sobolev norms in these spaces are given in Section 2.6.2.

Lemma 3.28. Let $s \in \mathbb{Z}_+$. Assume that $y \in U$ is such that $b(y) \in W^s_{\infty}(D)$. Then

$$\|a(y)\|_{W^s_{\infty}} \leq C \|a(y)\|_{L^\infty} \left(1 + \|b(y)\|_{W^s_{\infty}}\right)^s,$$

where the constant $C$ depends on $s$ and $m$.

Proof. The proof proceeds along the lines of the proof of Lemma 3.20. Let $\alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{Z}_+^d$ with $1 \leq |\alpha| \leq s$. Assuming that $\alpha_j > 0$ we have (3.43). We apply corner-weighted norms to both sides of (3.43). This implies

$$\|r^{|\alpha|}_{\kappa} D^{\alpha} a(y)\|_{L^\infty} = \|D^{\alpha-e_j} \left(a(y) D^{e_j} b(y)\right)\|_{L^\infty}$$

$$\leq \sum_{0 \leq \gamma \leq \alpha - e_j} \left(\alpha - e_j - \gamma\right) \|r^{|\alpha-\gamma|}_{\kappa} D^{\alpha-\gamma} b(y)\|_{L^\infty} \|r^{|\gamma|}_{\kappa} D^{\gamma} a(y)\|_{L^\infty}$$

$$\leq C \left(\sum_{0 \leq \gamma \leq \alpha - e_j} \|r^{|\gamma|}_{\kappa} D^{\gamma} a(y)\|_{L^\infty}\right) \left(\sum_{|k| \leq s} \|r^{|k|}_{\kappa} D^{k} b(y)\|_{L^\infty}\right)$$

$$= C \left(\sum_{0 \leq \gamma \leq \alpha - e_j} \|r^{|\gamma|}_{\kappa} D^{\gamma} a(y)\|_{L^\infty}\right) \|b(y)\|_{W^s_{\infty}}.$$

Similarly, if $\gamma_j > 0$, each term $\|r^{|\gamma|}_{\kappa} D^{\gamma} a(y)\|_{L^\infty}$ with $|\gamma| > 0$ can be estimated

$$\|r^{|\gamma|}_{\kappa} D^{\gamma} a(y)\|_{L^\infty} \leq C \left(\sum_{0 \leq \gamma' \leq \gamma - e_j} \|r^{|\gamma'|}_{\kappa} D^{\gamma'} a(y)\|_{L^\infty}\right) \|b(y)\|_{W^s_{\infty}}.$$

This implies

$$\|r^{|\alpha|}_{\kappa} D^{\alpha} a(y)\|_{L^\infty} \leq C \|a(y)\|_{L^\infty} \left(1 + \|b(y)\|_{W^s_{\infty}}\right)^{|\alpha|},$$

for $1 \leq |\alpha| \leq s$. This finishes the proof.

We recall the following result from [22, Theorem 1].
Theorem 3.29. Let $D$ be a curvilinear polygonal domain, $\eta_0 > 0$, $s \in \mathbb{N}$ and $N_s = 2^{s+1} - s - 2$. Let $a \in L^\infty(D, \mathbb{C})$.

Then there exist $\tau$ and $C_s$ with the following property: for any $a \in W_s^{s-1}(D)$ and for any $x \in \mathbb{R}$ such that

$$|x| < \eta := \min\{\eta_0, \tau^{-1}a\|\|\|_{L^\infty}\rho(a)\},$$

the operator $P_a$ defined in (3.1) induces an isomorphism

$$P_a : \mathcal{K}_{x+1}^s(D) \cap \{u|_{\partial D} = 0\} \to \mathcal{K}_{x-1}^s(D)$$

such that $P_a^{-1}$ depends analytically on the coefficients $a$ and has norm

$$\|P_a^{-1}\| \leq C_s(\rho(a) - \tau|x|a\|L^\infty\rangle - N_s^{-1}a\|N_s_{W_s^{s-1}}.\]$$

The bound of $\tau$ and $C_s$ depends only on $s$, $D$ and $\eta_0$.

Applying this result to our setting, we obtain the following parametric regularity.

Theorem 3.30. Suppose $\eta_0 > 0$, $\psi_j \in W_s^{s-1}(D)$ for all $j \in \mathbb{N}$ and that (3.27) holds. Let $u \subseteq \text{supp}(\rho)$ be a finite set. Let further $y_0 = (y_{0,1}, y_{0,2}, \ldots) \in U$ be such that $b(y_0)$ belongs to $W_s^{s-1}(D)$.

We denote

$$\vartheta := \min\{\eta_0, \tau^{-1}a\|\|\|_{L^\infty}\}.\]$$

Let $\tau > 0$ be as given in Theorem 3.29.

Then there exists a positive constant $C_s$ such that for $x \in \mathbb{R}$ with $|x| \leq \min\{\eta_0, \tau^{-1}\vartheta/2\}$, and for $f \in \mathcal{K}_{x-1}^s(D)$, the solution $u$ of (3.17) is holomorphic in the cylinder $S_u(\rho)$ as a function in variables $z_u = (z_j)_{j \in \mathbb{N}} \in S_u(y_0, \rho)$ taking values in $\mathcal{K}_{x+1}^s(D) \cap V$, where $z_j = y_{0,j}$ for $j \notin u$ held fixed. Furthermore, we have the estimate

$$\|u(z_u)\|_{\mathcal{K}_{x+1}^s} \leq C_s \frac{1}{(\rho(a(z_u)))^{N_s_{W_s^{s-1}}}} \|a(z_u)\|_{N_s_{W_s^{s-1}}.\]$$

Proof. Observe first that for the parametric coefficient $a(z_u)$, the conditions of Proposition 3.8 are satisfied.

Thus, the solution $u$ is holomorphic in $S_u(\rho)$ as a $V$-valued map in variables $z_u = (z_j)_{j \in \mathbb{N}} \in S_u(y_0, \rho)$. We assume that $\vartheta > 0$. Let $S_{u,N}(\rho)$ be given in (3.28) and $z_u = (y_j + i\xi_j)_{j \in \mathbb{N}} \in S_u(y_0, \rho)$ with $(y_j + i\xi_j)_{j \in u} \in S_{u,N}(\rho)$. From Lemma 3.28 we have

$$\|a(z_u)\|_{W_s^{s-1}} \leq C \|a(z_u)\|_{L^\infty} \left(1 + \|b(z_u)\|_{W_s^{s-1}}\right)^{-1}.$$

Furthermore

$$\|b(z_u)\|_{W_s^{s-1}} = \sum_{|\alpha| \leq s-1} \|a(\alpha)\|_{\mathcal{D}} \sum_{j \in \mathbb{N}} (y_j + i\xi_j) D_{\alpha}\psi_j\|_{L^\infty} \leq \sum_{j \in u} |(y_j - y_{0,j}) + \rho_j| \|\psi_j\|_{W_s^{s-1}} + \|b(y_0)\|_{W_s^{s-1}} < \infty.$$

This together with (3.44) implies $\|a(z_u)\|_{W_s^{s-1}} \leq C$. From the condition of $x$ we infer $|x|\tau \leq \vartheta/2$ which leads to

$$\tau|x|a\|L^\infty\rangle \leq \rho(a(z_u))/2.$$
As a consequence we obtain

\[
(\rho(a(z_u)) - \tau|z|\|a(z)\|_{L^\infty})^{-1} \leq \frac{1}{\rho(a(z_u))}.
\]

Since the function \(\exp\) is analytic in \(S_{u,N}(\rho)\), the assertion follows for the case \(\vartheta > 0\) by applying Theorem 3.29. In addition, for \(z_u = (z_j)_{j \in \mathbb{N}} \in S_u(y_0, \rho)\) with \((z_j)_{j \in \mathbb{N}} \in S_{u,N}(\rho)\), we have

\[
\rho(a(z_u))\|a(z_u)\|_{L^\infty} \geq C > 0,
\]

From this we conclude that \(u\) is holomorphic in the cylinder \(S_{u,N}(\rho)\) as a \(K_1^1(\Omega) \cap V\)-valued map, by again Theorem 3.29. This completes the proof. \(\square\)

**Remark 3.31.** The value of \(\vartheta\) depends on the system \((\psi_j)_{j \in \mathbb{N}}\). Assume that \(\psi_j = j^{-\alpha}\) for some \(\alpha > 1\). Then for any \(y \in U\), \(\rho\) satisfying (3.27), and finite set \(u \subset \text{supp}(\rho)\) we have

\[
\vartheta = \inf_{z_u \in S_u(y,\rho)} \frac{\Re[\exp(\sum_{j \in \mathbb{N}} (y_j + i\xi_j) j^{-\alpha})]}{\exp(\sum_{j \in \mathbb{N}} y_j j^{-\alpha})} \geq \cos \kappa.
\]

We consider another case when there exists some \(\psi_j\) such that \(\psi_j \geq C > 0\) in an open set \(\Omega\) in \(D\) and \(\|\exp(y_j \psi_j)\|_{L^\infty} \geq 1\) for all \(y_j \leq 0\). With \(y_0 = (\ldots, 0, y_j, 0, \ldots)\) and \(v_0 \in C_0^\infty(\Omega)\) we have in this case

\[
\vartheta \leq \rho(\exp(y_j \psi_j)) \to 0 \quad \text{when} \quad y_j \to -\infty.
\]

Hence, only for \(\kappa = 0\) is satisfied Theorem 3.30 in this situation.

Due to this remark, for Kondrat’ev regularity we consider only the case \(\kappa = 0\). In Section 7.7.1, we will present a stronger regularity result in the case when \(D \subset \mathbb{R}^2\) is a polygonal domain.

**Lemma 3.32.** Let \(\nu \in \mathcal{F}\), \(f \in K_{s-2}^s(D)\), and assume that \(\psi_j \in W_{s-1}^s(D)\) for \(j \in \mathbb{N}\). Let \(y \in U\) with \(b(y) \in W_{s-1}^{s-1}(D)\). Assume further that there exists a non-negative sequence \(\rho_\nu = (\rho_{\nu,j})_{j \in \mathbb{N}}\) such that \(\text{supp}(\nu) \subset \text{supp}(\rho_\nu)\) and

\[
\sum_{|\alpha| \leq s-1} \left\| \sum_{j \in \mathbb{N}} \rho_{\nu,j} |D^\alpha \psi_j|_L^\infty \right\|_{L^\infty} \leq \kappa < \frac{\pi}{2}, \quad (3.52)
\]

Then we have the estimate

\[
\|\partial^\nu u(y)\|_{K_1^1} \leq C \frac{\nu_1}{\rho_\nu} (\exp(\|b(y)\|_{L^\infty})^{2^{N_s}+1} \left(1 + \|b(y)\|_{W_{s-1}^{s-1}}\right) (s-1)^{N_s}.)
\]

**Proof.** Let \(\nu \in \mathcal{F}\) with \(u = \text{supp}(\nu)\). By our assumption, it is clear that (with \(\alpha = 0\) in (3.52))

\[
\left\| \sum_{j \in \mathbb{N}} \rho_{\nu,j} |\psi_j|_L^\infty \right\|_{L^\infty} \leq \kappa < \frac{\pi}{2}.
\]

Consequently, if we fix the variable \(y_j\) with \(j \notin u\), the function \(u\) of (3.17) is holomorphic on the domain \(S_u(\rho_\nu)\), see Theorem 3.30. Hence, applying Cauchy’s formula gives that

\[
\|\partial^\nu u(y)\|_{K_1^1} \leq C \frac{\nu_1}{\rho_\nu} \sup_{z_u \in C_u(y,\rho_\nu)} \|u(z_u)\|_{K_1^1} \leq \frac{1}{\rho(a(z_u))^{N_s+1}} \|a(z_u)\|_{W_{s-1}^{s-1}}^{N_s}.
\]
where $C_u(y, \rho_\nu)$ is given as in (3.32). Notice that for $z_u = (z_j)_{j \in \mathbb{N}} \in C_u(y, \rho_\nu)$, we can write $z_j = y_j + \eta_j + i \xi_j \in \mathcal{C}_{y,j}(\rho_\nu)$ with $|\eta_j| \leq \rho_{\nu,j}$ and $|\xi_j| \leq \rho_{\nu,j}$ for $j \in u$. Hence, by (3.47), (3.48) and
\[
\|a(z_u)\|_{\mathcal{W}_s^{-1}} \leq C\|a(z_u)\|_{L^1} \left( 1 + \|b(z_u)\|_{\mathcal{W}_s^{-2}} \right)^{s-1}
\]
\[
= C \exp(\|b(y)\|_{L^\infty}) \left[ 1 + \sum_{|\alpha| \leq s-1} \|r_D^{\alpha} \sum_{j \in \mathbb{N}} (y_j + \eta_j + i \xi_j) D^\alpha \psi_j \|_{L^\infty} \right]^{s-1}
\]
\[
= C \exp(\|b(y)\|_{L^\infty}) \left[ 1 + \sum_{|\alpha| \leq s-1} \left( 2 \sum_{j \in u} \rho_{\nu,j} |r_D^{\alpha} D^\alpha \psi_j| \right) + \|b(y)\|_{\mathcal{W}_s^{-2}} \right]^{s-1}
\]
\[
\leq C \exp(\|b(y)\|_{L^\infty}) \left( 1 + 2\kappa + \|b(y)\|_{\mathcal{W}_s^{-2}} \right)^{s-1},
\]
we obtain the desired result. \hfill \Box

### 3.8.2 Summability of $K_{\nu}^s$-norms of Wiener-Hermite PC expansion coefficients

For weighted $\ell^2$-summability and $\ell^\nu$-summability of $K_{\nu}^s$-norms of Wiener-Hermite PC expansion coefficients we need the following assumption.

**Assumption 3.33.** Let $s \in \mathbb{N}$. All functions $\psi_j$ belong to $\mathcal{W}_s^{-1}(D)$ and there exists a positive sequence $(\lambda_j)_{j \in \mathbb{N}}$ such that $(\exp(-\lambda_j^2))_{j \in \mathbb{N}} \in \ell^1(\mathbb{N})$ and the series
\[
\sum_{j \in \mathbb{N}} \lambda_j |r_D^{\alpha} D^\alpha \psi_j|
\]
converges in $L^\infty(D)$ for all $\alpha \in \mathbb{N}_0^d$ with $|\alpha| \leq s - 1$.

**Lemma 3.34.** Suppose Assumption 3.33 holds. Then $b(y)$ belongs to $\mathcal{W}_s^{-1}(D)$ $\gamma$-a.e. $y \in U$. Furthermore $\mathbb{E}(\exp(k \|b(y)\|_{\mathcal{W}_s^{-1}}))$ is finite for all $k \in [0, \infty)$.

**Proof.** Under Assumption 3.33, by [9, Theorem 2.2.] we infer that for $\alpha \in \mathbb{N}_0^d$, $|\alpha| \leq s - 1$, the sequence
\[
\left( \sum_{j=1}^N y_j r_D^{\alpha} D^\alpha \psi_j \right)_{N \in \mathbb{N}}
\]
converges to some $\psi_\alpha$ in $L^\infty$ for $\gamma$-a.e. $y \in U$ and $\mathbb{E}(\exp(k \|\psi_\alpha(y)\|_{L^\infty}))$ is finite for all $k \in [0, \infty)$. Hence, for $\gamma$-a.e. $y \in U$, the sequence $(\sum_{j=1}^N y_j \psi_j)_N$ is a Cauchy sequence in $\mathcal{W}_s^{-1}(D)$. Since $\mathcal{W}_s^{-1}(D)$ is a Banach space, the statement follows. \hfill \Box

**Theorem 3.35** (General case). Let $s \in \mathbb{N}$, $s \geq 2$ and $D$ be a bounded curvilinear polygonal domain. Let $f \in K_{\nu}^{-2}(D)$ and Assumption 3.33 hold. Assume there exists a sequence
\[
\rho = (\rho_j)_{j \in \mathbb{N}} \in (0, \infty)^\infty \text{ with } (\rho_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N})
\]
for some $0 < q < \infty$. Assume furthermore that, for each $\nu \in \mathcal{F}$, there exists a sequence $\rho_\nu := (\rho_{\nu,j})_{j \in \mathbb{N}} \in [0, \infty)^\infty$ such that $\text{supp}(\nu) \subset \text{supp}(\rho_\nu),$ $\sup_{\nu \in \mathcal{F}} \sum_{|\alpha| \leq s-1} \left( \sum_{j \in \mathbb{N}} \rho_{\nu,j} |r_D^{\alpha} D^\alpha \psi_j| \right)_{L^\infty} \leq \kappa < \frac{\pi}{2}, \text{ and } \sum_{|\nu|_{\infty} \leq r} \frac{\nu! q_\nu \rho_\nu^2}{\rho_\nu^2} < \infty$.
with \( r \in \mathbb{N}, r > 2/q. \)

Then

\[
\sum_{\nu \in \mathcal{F}} \beta_{\nu}(r, \nu)\|u_{\nu}\|_{K_1^s}^2 < \infty,
\]

where \( \beta_{\nu}(r, \nu) \) is given in (3.36) and, furthermore, \( (\|u_{\nu}\|_{K_1^s})_{\nu \in \mathcal{F}} \in \ell^p(\mathcal{F}) \) with \( \frac{1}{p} = \frac{1}{q} + \frac{1}{2}. \)

Proof. For each \( \nu \in \mathcal{F} \) with \( u = \text{supp}(\nu) \) and \( y \in U \) such that \( b(y) \in \mathcal{W}^{s-1}_\infty(D) \), Assumption 3.33 implies that the solution \( u \) of (3.17) is holomorphic in \( \mathcal{S}_u(\rho_{\nu}) \) as a \( K_1^s(D) \cap V \)-valued map, see Theorem 3.30.

We obtain from Lemmata 3.32 and 3.34

\[
\int_U \|\partial^\nu u(y)\|_{K_1^s}^2 d\gamma(y) \leq C \frac{\nu!}{\rho_{\nu}^{\nu}} \int_U \left( \exp(\|b(y)\|_{L^\infty})^{4N_s+2}(1 + \|b(y)\|_{W^{s-1}_\infty})^{2(s-1)N_s} \right) d\gamma(y)
\]

\[
\leq C \frac{\nu!}{\rho_{\nu}^{\nu}} < \infty.
\]

This leads to

\[
\sum_{\nu \in \mathcal{F}} \beta_{\nu}(r, \nu)\|u_{\nu}\|_{K_1^s}^2 = \sum_{\|\nu\|_{\infty} \leq r} \frac{g^{\nu}}{\nu!} \int_U \|\partial^\nu u(y)\|_{K_1^s}^2 d\gamma(y) \leq C \sum_{\|\nu\|_{\infty} \leq r} \frac{\nu!}{\rho_{\nu}^{\nu}} g^{\nu} < \infty.
\]

The rest of the proof follows similarly to the proof of Theorem 3.13.

Similarly to Corollaries 3.14 and 3.15 from Theorem 3.35 we obtain

**Corollary 3.36** (The case of global supports). Let \( s \in \mathbb{N}, s \geq 2 \) and \( D \) be a bounded curvilinear, polygonal domain. Assume that for all \( j \in \mathbb{N} \) holds \( \psi_j \in \mathcal{W}^{s-1}_\infty(D) \), and that \( f \in \mathcal{K}^{s-2}_\infty(D) \). Assume further that there exists a sequence of positive numbers \( \lambda = (\lambda_j)_{j \in \mathbb{N}} \) such that

\[
(\lambda_j\|\psi_j\|_{W^{s-1}_\infty})_{j \in \mathbb{N}} \in \ell^1(\mathbb{N}) \quad \text{and} \quad (\lambda_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N}),
\]

for some \( 0 < q < \infty \). Then we have \( (\|u_{\nu}\|_{K_1^s})_{\nu \in \mathcal{F}} \in \ell^p(\mathcal{F}) \) with \( \frac{1}{p} = \frac{1}{q} + \frac{1}{2} \).

**Corollary 3.37** (The case of disjoint supports). Let \( s \in \mathbb{N}, s \geq 2 \) and \( D \subset \mathbb{R}^d \) with \( d \geq 2 \) be a bounded curvilinear polygonal domain. Assume that all the functions \( \psi_j \) belong to \( \mathcal{W}^{s-1}_\infty(D) \) and have disjoint supports. Assume further that \( f \in \mathcal{K}^{s-2}_\infty(D) \) and that there exists a sequence of positive numbers \( \lambda = (\lambda_j)_{j \in \mathbb{N}} \) such that

\[
(\lambda_j\|\psi_j\|_{W^{s-1}_\infty})_{j \in \mathbb{N}} \in \ell^2(\mathbb{N}) \quad \text{and} \quad (\lambda_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N}),
\]

for some \( 0 < q < \infty \). Then \( (\|u_{\nu}\|_{K_1^s})_{\nu \in \mathcal{F}} \in \ell^p(\mathcal{F}) \) with \( \frac{1}{p} = \frac{1}{q} + \frac{1}{2} \).
4 Sparsity for holomorphic maps

In Section 3 we introduced the concept of holomorphic extensions of countably-parametric families \( \{u(y) : y \in U\} \subset V \) in the separable Hilbert space \( V \) into the Cartesian product \( S_a(\rho) \) of strips (cp. (3.26)). We now introduce a refinement which is required for the ensuing results on rates of numerical approximation of such families, based on sparsity (weighted \( \ell^2 \)-summability) and of Wiener-Hermite PC expansions of \( \{u(y) : y \in U\} \): quantified, parametric holomorphy of (complex extensions of) the parametric families \( \{u(y) : y \in U\} \subset X \) for a separable Hilbert space \( X \). Section 4.1 presents the definition of quantified holomorphy of \( \{u(y) : y \in U\} \) and discusses several properties of these families. There are two basic steps in the approximations which we consider:

(i) We truncate the countably-parametric family \( \{u(y) : y \in U\} \subset X \) to a finite number \( N \in \mathbb{N} \) of parameters. This step, which is sometimes also referred to as “dimension-truncation”, of course implicitly depends on the enumeration of the coordinates \( y_j \in y \). We assume throughout that this numbering is fixed by the indexing of the Parseval frame in Theorem 2.21 which frame is used as affine representation system to parametrize the uncertain input \( a = \exp(b) \) of the PDE of interest. We emphasize that the finite dimension \( N \in \mathbb{N} \) of the truncated parametric Wiener-Hermite PC expansion is a discretization parameter, and we will be interested in quantitative bounds on the error incurred by restricting \( \{u(y) : y \in U\} \subset X \) to Wiener-Hermite PC expansions of the first \( N \) active variables only. We denote these restrictions by \( \{u_N(y) : y \in U\} \).

(ii) The coefficients \( u_\nu \in X \) of the resulting, finite-parametric Wiener-Hermite PC expansion, can not be computed exactly, but must be numerically approximated. As is done in stochastic collocation and stochastic Galerkin algorithms, we seek numerical approximations of \( u_\nu \) in suitable, finite-dimensional subspaces \( X_I \subset X \). Assuming the collection \( \{X_I\}_{I \in \mathbb{N}} \subset X \) to be dense in \( X \), any prescribed tolerance \( \varepsilon > 0 \) of approximation of \( u_N(y) \) in \( L^2(U, X; \gamma) \) can be met. For notational convenience, we also set \( X_0 = \{0\} \).

In computational practice, however, one searches an allocation of \( l : \mathcal{F} \times (0,1] \to \mathbb{N} : (\nu, \varepsilon) \mapsto l(\nu, \varepsilon) \) of discretization levels along a sequence of “active” PC coefficients which ensures that the prescribed tolerance \( \varepsilon \in (0,1] \) is met with as possibly minimal “computational budget”. We propose and analyze the \textit{a-priori construction of an allocation} \( l \) which ensures convergence rates of the corresponding collocation approximations which are independent of \( N \) (i.e. they are free from the “curse of dimensionality”) and they are based on “stochastic collocation”, i.e. on sampling the parametric family \( \{u(y) : y \in U\} \subset V \) in a collection of deterministic Gaussian coordinates in \( U \). We prove, subsequently, dimension-independent convergence rates of the sparse collocation w.r. to \( y \in U \) and w.r. to the subspaces \( X_I \subset X \) realize convergence rates which are free from the curse of dimensionality. These rates depend only on the summability (resp. sparsity) of the sequence of the norm of the Wiener-Hermite PC expansion coefficients of the parametric family \( \{u(y) : y \in U\} \) with respect to \( y \).

4.1 \((b, \xi, \delta, X)\)-Holomorphy and sparsity

We introduce the concept of “\((b, \xi, \delta, X)\)-holomorphic functions”, which constitutes a subset of \( L^2(U, X; \gamma) \). As such these functions are typically not pointwise well defined for each \( y \in U \). In order to still define a suitable form of pointwise function evaluations to be used for numerical algorithms, we will define them as \( L^2(U, X; \gamma) \) limits of certain smooth (pointwise defined) functions, cp. Remark. 4.4 and Example 6.9 ahead.
For \( N \in \mathbb{N} \) and \( \varrho = (\varrho_j)_{j=1}^N \in (0, \infty)^N \) set (cp. (3.26))

\[
S(\varrho) := \{ z \in \mathbb{C}^N : |\Im z_j| < \varrho_j \ \forall j \} \quad \text{and} \quad B(\varrho) := \{ z \in \mathbb{C}^N : |z_j| < \varrho_j \ \forall j \}. \tag{4.1}
\]

**Definition 4.1 ((b, \xi, \delta, X)-Holomorphy).** Let \( X \) be a complex separable Hilbert space, \( b = (b_j)_{j \in \mathbb{N}} \in (0, \infty)^\mathbb{N} \) and \( \xi > 0, \delta > 0 \).

For \( N \in \mathbb{N} \) we say that \( \varrho \in (0, \infty)^N \) is \( (b, \xi) \)-admissible if

\[
\sum_{j=1}^N b_j \varrho_j \leq \xi. \tag{4.2}
\]

A function \( u \in L^2(U, X; \gamma) \) is called \( (b, \xi, \delta, X) \)-holomorphic if

(i) for every \( N \in \mathbb{N} \) there exists \( u_N : \mathbb{R}^N \to X \), which, for every \( (b, \xi) \)-admissible \( \varrho \in (0, \infty)^N \), admits a holomorphic extension (denoted again by \( u_N \)) from \( S(\varrho) \to X \); furthermore, for all \( N < M \)

\[
u_N(y_1, \ldots, y_N) = u_M(y_1, \ldots, y_N, 0, \ldots, 0) \quad \forall (y_j)_{j=1}^N \in \mathbb{R}^N, \tag{4.3}
\]

(ii) for every \( N \in \mathbb{N} \) there exists \( \varphi_N : \mathbb{R}^N \to \mathbb{R}_+ \) such that \( \|\varphi_N\|_{L^2(\mathbb{R}^N, \gamma_N)} \leq \delta \) and

\[
\sup_{\varrho \in (0, \infty)^N} \sup_{z \in B(\varrho)} \|u_N(y + z)\|_X \leq \varphi_N(y) \quad \forall y \in \mathbb{R}^N, \tag{4.3}
\]

(iii) with \( \tilde{u}_N : U \to X \) defined by \( \tilde{u}_N(y) := u_N(y_1, \ldots, y_N) \) for \( y \in U \) it holds

\[
\lim_{N \to \infty} \|u - \tilde{u}_N\|_{L^2(U, X; \gamma)} = 0.
\]

We interpret the definition of \( (b, \xi, \delta, X) \)-holomorphy in the following remarks.

**Remark 4.2.** While the numerical value of \( \xi > 0 \) in Definition 4.1 of \( (b, \xi, \delta, X) \)-holomorphy is of minor importance in the definition, the sequence \( b \) and the constant \( \delta \) will crucially influence the magnitude of our upper bounds of the Wiener-Hermite PC expansion coefficients: The stronger the decay of \( b \), the larger we can choose the elements of the sequence \( \varrho \), so that \( \varrho \) satisfies (4.2). Hence stronger decay of \( b \) indicates larger domains of holomorphic extension. The constant \( \delta \) is an upper bound of these extensions in the sense of item (ii). Ultimately, the decay of \( b \) will determine the decay of the Wiener-Hermite PC expansion coefficients, while decreasing \( \delta \) by a factor will roughly speaking translate to a decrease of all coefficients by the same factor.

**Remark 4.3.** Since \( u_N \in L^2(\mathbb{R}^N, X; \gamma_N) \), the function \( \tilde{u}_N \) in item (iii) belongs to \( L^2(U, X; \gamma) \) by Fubini’s theorem.

**Remark 4.4.** In the following sections, for arbitrary \( N \in \mathbb{N} \) and \( (y_j)_{j=1}^N \in \mathbb{R}^N \) we will write

\[
u(y_1, \ldots, y_N, 0, 0, \ldots) := u_N(y_1, \ldots, y_N). \tag{4.4}
\]

This is well-defined due to (4.3). Note however that (4.4) should be considered as an abuse of notation, since pointwise evaluations of functions \( u \in L^2(U, X; \gamma) \) are in general not well-defined.
Remark 4.5. The assumption of $X$ being separable in Definition 4.1 is not necessary: every function $u_N : \mathbb{R}^N \rightarrow X$ is continuous (which is to say that it allows a holomorphic extension). Hence,

$$A_{N,n} := \{ u_N((y_j)_{j=1}^N) : y_j \in [-n, n] \forall j \} \subseteq X$$

is compact and thus there is a countable set $X_{N,n} \subseteq X$ which is dense in $A_{N,n}$ for every $N, n \in \mathbb{N}$. Then $\bigcup_{n \in \mathbb{N}} A_{N,n}$ is contained in the (separable) closed span $\tilde{X}$ of

$$\bigcup_{N,n \in \mathbb{N}} X_{N,n} \subseteq X$$

. Since $\tilde{u}_N \in L^2(U, \tilde{X}; \gamma)$ for every $N \in \mathbb{N}$ we also have

$$u = \lim_{N \rightarrow \infty} u_N \in L^2(U, \tilde{X}; \gamma).$$

Hence, if $X$ is not separable but the other assumptions of Definition 4.1 are satisfied, there always exists a separable subspace $\tilde{X} \subseteq X$ such that $u$ is $(b, \xi, \delta, \tilde{X})$-holomorphic.

Lemma 4.6. Let $u$ be $(b, \xi, \delta, X)$-holomorphic, let $N \in \mathbb{N}$ and $0 < \kappa < \xi < \infty$. Let $u_N$, $\varphi_N$ be as in Definition 4.1. Then with $b_N = (b_j)_{j=1}^N$ it holds for every $\nu \in \mathbb{N}_0^N$

$$\| \partial^\nu u_N(y) \|_X \leq \frac{\nu!}{\kappa \nu} \| b_N^\nu \|_{\varphi_N(y)} \quad \forall y \in \mathbb{R}^N.$$ 

Proof. For $\nu \in \mathbb{N}_0^N$ fixed we choose $\varphi = (\varphi_j)_{j=1}^N$ with $\varphi_j = \kappa \frac{\nu_j}{\nu b_j}$ for $j \in \text{supp}(\nu)$ and $\varphi_j = \xi - \kappa N \frac{\nu_j}{N b_j}$ for $j \not\in \text{supp}(\nu)$. Then

$$\sum_{j=1}^N \varphi_j b_j = \kappa \sum_{j \in \text{supp}(\nu)} \frac{\nu_j}{\nu} + \sum_{j \not\in \text{supp}(\nu)} \frac{\xi - \kappa}{N} \leq \xi.$$ 

Hence $\varphi$ is $(b, \xi)$-admissible, i.e. there exists a holomorphic extension $u_N : S(\varphi) \rightarrow X$ as in Definition 4.1 (i)-(ii). Applying Cauchy’s integral formula as in the proof of Lemma 3.9 we obtain the desired estimate. 

Let us recall the following. Let again $X$ be a separable Hilbert space and $u \in L^2(U, X; \gamma)$. Then $L^2(U, X; \gamma) = L^2(U; \gamma) \otimes X$ with Hilbertian tensor product, and $u$ can be represented in the form of the Wiener-Hermite PC expansion

$$u = \sum_{\nu \in \mathcal{F}} u_{\nu} H_{\nu}, \quad (4.5)$$

where

$$u_{\nu} = \int_{U} u(y) H_{\nu}(y) \, d\gamma(y)$$

are the Wiener-Hermite PC expansion coefficients. Also, there holds the Parseval-type identity

$$\| u \|_{L^2(U, X; \gamma)}^2 = \sum_{\nu \in \mathcal{F}} \| u_{\nu} \|_X^2.$$
Similarly, if \( u \) is \((b, \xi, \delta, X)\)-holomorphic, then we have for the functions \( u_N : \mathbb{R}^N \to X \) in Definition 4.1

\[
u_N = \sum_{\nu \in \mathbb{N}^N_0} u_{N, \nu} H_\nu,
\]

where

\[
u_{N, \nu} = \int_{\mathbb{R}^N} u_N(y) H_\nu(y) \, d\gamma_N(y).
\]

**Lemma 4.7.** Let \( u \) be \((b, \xi, \delta, X)\)-holomorphic, let \( N \in \mathbb{N} \) and let \( \varrho = (\varrho_j)_{j=1}^N \in [0, \infty)^N \). Then, for any fixed \( r \in \mathbb{N} \) and with \( \beta_\nu(r, \varrho) \) as in (3.36) \(( \varrho_j = 0 \text{ if } j > N)\), there holds the identity

\[
\sum_{\nu \in \mathbb{N}^N_0} \beta_\nu(r, \varrho) \|u_{N, \nu}\|_X^2 = \sum_{\{\nu \in \mathbb{N}^N_0 : \|\nu\|_\infty \leq r\}} \frac{\varrho^{2\nu}}{\nu!} \int_{\mathbb{R}^N} \|\partial^\nu u_N(y)\|_X^2 \, d\gamma_N(y). \tag{4.6}
\]

*Proof.* From Lemma 4.6, for any \( \nu \in \mathbb{N}^N_0 \), we have with \( b_N = (b_j)_{j=1}^N \)

\[
\int_{\mathbb{R}^N} \|\partial^\nu u_N(y)\|_X^2 \, d\gamma_N(y) \leq \int_{\mathbb{R}^N} \left| \frac{\nu! |\nu|_{|\nu|_{\infty} \leq r} b_N^\nu}{\kappa |\nu|_{\infty} \nu^\nu} \varphi_N(y) \right|^2 \, d\gamma_N(y)
\]

\[
= \left( \frac{\nu! |\nu|_{|\nu|_{\infty} \leq r} b_N^\nu}{\kappa |\nu|_{\infty} \nu^\nu} \right)^2 \int_{\mathbb{R}^N} |\varphi_N(y)|^2 \, d\gamma_N(y) < \infty \tag{4.7}
\]

by our assumption. This condition allows us to integrate by parts as in the proof of [9, Theorem 3.3]. Following the argument there we obtain (4.6). \( \square \)

**Theorem 4.8.** Let \( u \) be \((b, \xi, \delta, X)\)-holomorphic for some \( b \in \ell^p(\mathbb{N}) \) and some \( p \in (0, 1) \). Let \( r \in \mathbb{N} \). Then with

\[
\varrho_j := b_j^{p-1} \frac{\xi}{4\sqrt{r^1 \|b\|_{\ell^p}}}, \quad j \in \mathbb{N},
\]

there exists a constant \( C(b) \) (depending on \( b \) and \( \xi \) in Definition 4.1 but independent of \( \delta \)) such that with \( \varrho_N = (\varrho_j)_{j=1}^N \) it holds for all \( N \in \mathbb{N} \)

\[
\sum_{\nu \in \mathbb{N}^N_0} \beta_\nu(r, \varrho_N) \|u_{N, \nu}\|_X^2 \leq \delta^2 C(b) < \infty,
\]

for a constant \( C(b) \) depending on \( b \) and \( \xi \) in Definition 4.1 but independent of \( \delta \) and \( N \in \mathbb{N} \).

Furthermore, for every \( N \in \mathbb{N} \) and every \( q > 0 \) there holds

\[
(\|u_{N, \nu}\|_X)_{\nu \in \mathbb{N}^N_0} \in \ell^q(\mathbb{N}^N_0).
\]

If \( q \geq \frac{2p}{2-p} \) then there exists a constant \( C > 0 \) such that for all \( N \in \mathbb{N} \) holds

\[
\left( \|u_{N, \nu}\|_X \right)_{\nu \in \mathbb{N}^N_0} \leq C < \infty.
\]

*Proof.* We have

\[
\sum_{j \in \mathbb{N}} \varrho_j b_j = \frac{\xi}{4\sqrt{r^1 \|b\|_{\ell^p}}} \sum_{j \in \mathbb{N}} b_j^p < \infty,
\]
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and \((q_j^{-1})_{j \in \mathbb{N}} \in \ell^p/(1-p)(\mathbb{N})\). Set \(\kappa := \xi/2 \in (0, \xi)\). Inserting (4.7) into (4.6) we obtain with 
\[\varrho_N = (\varrho_j)_{j=1}^N\]

\[
\sum_{\nu \in \mathcal{N}_0^N} \beta_{\nu}(r, \varrho_N) \|u_{\nu,N}\|_X^2 \leq \delta^2 \sum_{\{\nu \in \mathcal{N}_0^N : \|\nu\|_{\ell_\infty} \leq r\}} \left( \frac{(\nu!)^{1/2} |\nu|^{\nu} \varrho_N^r b_N^{\nu}}{r^{|\nu|} \nu!} \right)^2
\]

\[
\leq \delta^2 \sum_{\{\nu \in \mathcal{N}_0^N : \|\nu\|_{\ell_\infty} \leq r\}} \left( \frac{|\nu|^{\nu} \prod_{j=1}^N \left( \frac{\varrho_j^{b_j}}{2|b|_{\ell_p}} \right)^{\nu} \right)^2,
\]

where we used \((q_j b_j)^{2} = b_j^{2p} \kappa/(2(r!))\) and the bound

\[
\int_{\mathbb{R}^N} \varphi_N(y)^2 d\gamma_N(y) \leq \delta^2
\]

from Definition 4.1 (ii). With \(\tilde{b}_j := b_j^p/(2\|b\|_{\ell_p})\) the last term is bounded independent of \(N\) by \(\delta^2 C(b)\) with

\[
C(b) := \left( \sum_{\nu \in \mathcal{F}} \frac{|\nu|^{\nu} |b^{\nu}|^{b}}{\nu!} \right)^{1/2},
\]

since the \(\ell_1\)-norm is an upper bound of the \(\ell_2\)-norm. As is well-known, the latter quantity is finite due to \(\|\tilde{b}\|_{\ell_1} < 1\), see, e.g., the argument in [33, Page 61].

Now introduce \(\tilde{\varrho}_N,j := \varrho_j\) if \(j \leq N\) and \(\tilde{\varrho}_N,j := \exp(j)\) otherwise. For any \(q > 0\) we then have \((\tilde{\varrho}_N,j)_{j \in \mathbb{N}} \in \ell^q(\mathbb{N})\) and by [9, Lemma 5.1] this implies

\[
(\beta_{\nu}(r, \tilde{\varrho}_N)^{-1})_{\nu \in \mathcal{F}} \in \ell^{q/2}(\mathcal{F})
\]

as long as \(r > 2/q\). Using \(\beta_{\nu}(r, \tilde{\varrho}_N) = \beta_{(\nu_j)}_{j=1}^N(r, \varrho_N)\) for all \(\nu \in \mathcal{F}\) with \(\text{supp} \nu \subseteq \{1, \ldots, N\}\) we conclude

\[
(\beta_{\nu}(r, \varrho_N)^{-1})_{\nu \in \mathcal{N}_0^N} \in \ell^{q/2}(\mathcal{N}_0^N)
\]

for any \(q > 0\). Now fix \(q > 0\) (and \(2/q < r \in \mathbb{N}\)). Then, by Hölder’s inequality with \(s := 2(q/2)/(1 + q/2)\), there holds

\[
\sum_{\nu \in \mathcal{N}_0^N} \|u_{\nu,N}\|_X^s = \sum_{\nu \in \mathcal{N}_0^N} \|u_{\nu,N}\|_X^s \beta_{\nu}(r, \varrho_N)^{s/2} \beta_{\nu}(r, \varrho_N)^{-s/2}
\]

\[
\leq \left( \sum_{\nu \in \mathcal{N}_0^N} \|u_{\nu,N}\|_X^s \beta_{\nu}(r, \varrho_N) \right)^{s/2} \left( \sum_{\nu \in \mathcal{N}_0^N} \beta_{\nu}(r, \varrho_N)^{2s/2} \right)^{s/2},
\]

which is finite since \(s/(2-s) = q/2\). Thus we have shown

\[
\forall q > 0, N \in \mathbb{N} : \ (\|u_{\nu,N}\|_X)_{\nu \in \mathcal{N}_0^N} \in \ell^{q/(1+q/2)}(\mathcal{N}_0^N).
\]

Finally, due to \((q_j^{-1})_{j \in \mathbb{N}} \in \ell^p/(1-p)(\mathbb{N})\), [9, Lemma 5.1], for all \(N \in \mathbb{N}\) it holds

\[
(\beta_{\nu}(r, \varrho_N)^{-1})_{\nu \in \mathcal{N}_0^N} \in \ell^{p/(2(1-p))}(\mathcal{N}_0^N)
\]
and there exists a constant $C$ such that for all $N \in \mathbb{N}$ it holds
\[ \left\| (\beta_{\nu}(r, \varrho_N)^{-1})_{\nu} \right\|_{\ell^p/(2(1-p)) (\mathbb{N}^N)} \leq C < \infty. \]
This implies the last statement. The proof is completed. \qed

The following result states the summability of Wiener-Hermite PC expansion coefficients of $(b, \xi, \delta, X)$-holomorphic maps.

**Corollary 4.9.** Under the assumptions of Theorem 4.8 it holds
\[ \sum_{\nu \in \mathcal{F}} \beta_{\nu}(r, \varrho) \| u_{\nu} \|_X^2 \leq \delta^2 C(b) < \infty \tag{4.8} \]
with the same constant $C(b)$ as in Theorem 4.8. Furthermore,
\[ (\| u_{\nu} \|_X)_{\nu \in \mathcal{F}} \in \ell^{2p/(2-p)}(\mathcal{F}). \]

**Proof.** Let $\tilde{u}_N \in L^2(U, X; \gamma)$ be as in Definition 4.1 and for $\nu \in \mathcal{F}$ denote by
\[ \tilde{u}_{N,\nu} := \int_U \tilde{u}_N(y) H_\nu(y) \, d\gamma(y) \in X \]
the Wiener-Hermite PC expansion coefficient. By Fubini’s theorem
\[ \tilde{u}_{N,\nu} = \int_U u_N((y_j)_{j=1}^N) \prod_{j=1}^N H_{\nu_j}(y_j) \, d\gamma_N((y_j)_{j=1}^N) = u_{N,(\nu_j)_{j=1}^N} \]
for every $\nu \in \mathcal{F}$ with $\text{supp} \nu \subseteq \{1, \ldots, N\}$. Furthermore, since $\tilde{u}_N$ is independent of the variables $(y_j)_{j=N+1}^\infty$ we have $\tilde{u}_{N,\nu} = 0$ whenever $\text{supp} \nu \subseteq \{1, \ldots, N\}$. Therefore Theorem 4.8 implies
\[ \sum_{\nu \in \mathcal{F}} \beta_{\nu}(r, \varrho) \| u_{\nu} \|_X^2 \leq \frac{C(b)}{\delta^2} \quad \forall N \in \mathbb{N}. \]

Now fix an arbitrary finite set $\Lambda \subseteq \mathcal{F}$. Because of $\tilde{u}_N \to u \in L^2(U, X; \gamma)$ it holds
\[ \lim_{N \to \infty} \tilde{u}_{N,\nu} = u_{\nu} \]
for all $\nu \in \mathcal{F}$. Therefore
\[ \sum_{\nu \in \Lambda} \beta_{\nu}(r, \varrho) \| u_{\nu} \|_X^2 = \lim_{N \to \infty} \sum_{\nu \in \Lambda} \beta_{\nu}(r, \varrho) \| \tilde{u}_{N,\nu} \|_X^2 \leq \frac{C(b)}{\delta^2}. \]

Since $\Lambda \subseteq \mathcal{F}$ was arbitrary, this shows (4.8).

Finally, due to $b \in \ell^p(N)$, with
\[ \varrho_j = b_j^{p-1} \frac{\xi}{4 \sqrt{\pi} t_j \| b \|_{\ell^p}} \]

as in Theorem 4.8 we have \((q_j^{-1})_{j \in \mathbb{N}} \in \ell^p/(1-p)(\mathbb{N})\). By [9, Lemma 5.1] it holds
\[
(\beta_\nu(r, \mathcal{G})^{-1})_{\nu \in \mathcal{F}} \in \ell^{p/(2(1-p))}(\mathcal{F}).
\]
Hence Hölder’s inequality can be used to show
\[
\left(\|u_\nu\|_X\right)_{\nu \in \mathcal{F}} \in \ell^{2p/(2-p)}(\mathcal{F})
\]
(by a similar calculation as at the end of the proof of Theorem 4.8 with \(q = p/(1-p)\)).

\[\text{Remark 4.10 (Best } N\text{-term rate). Let } u \text{ be } (b, \xi, \delta, X)\text{-holomorphic for some } b \in \ell^p(\mathbb{N}) \text{ and some } p \in (0, 1) \text{ as in Theorem 4.8. By Corollary 4.9 we then have } \left(\|u_\nu\|_X\right)_{\nu \in \mathcal{F}} \in \ell^{\frac{2p}{2-p}}.\]

Let \(\Lambda_N \subseteq \mathcal{F}\) be a set of cardinality \(N \in \mathbb{N}\) containing \(N\) multiindices \(\nu \in \mathcal{F}\) such that \(\|u_\nu\|_X \leq \|u_\nu\|_X\) whenever \(\nu \in \Lambda_N\) and \(\mu \notin \Lambda_N\). Then, by Corollary (4.9), for the truncated Hermite expansion we have the error bound
\[
\left\|u(y) - \sum_{\nu \in \Lambda_N} u_\nu H_\nu(y)\right\|_{L^2(U, X; X)}^2 = \sum_{\nu \in \mathcal{F}\setminus\Lambda_N} \|u_\nu\|_X^2 \leq \sup_{\nu \in \mathcal{F}\setminus\Lambda_N} \|u_\nu\|_X^{2p} \sum_{\mu \in \mathcal{F}\setminus\Lambda_N} \|u_\mu\|_X^{2p/2-p}.
\]

For a nonnegative monotonically decreasing sequence \((x_j)_{j \in \mathbb{N}} \in \ell^q(\mathbb{N})\) with \(q > 0\) we have \(x_N^q \leq \frac{1}{N} \sum_{j=1}^{N} x_j^q\) and thus \(x_N \leq N^{-\frac{1}{q}}\|\cdot\|_{\ell^q(\mathbb{N})}\). With \(q = \frac{2p}{2-p}\) this implies
\[
\left(\sup_{\nu \in \mathcal{F}\setminus\Lambda_N} \|u_\nu\|_X\right)^{\frac{2-p}{2}} \leq \left(N^{-\frac{2-p}{2p}} \left(\sum_{\nu \in \mathcal{F}} \|u_\nu\|_X^{\frac{2p}{2}}\right)^{\frac{2-p}{2p}}\right) = O(N^{-\frac{2}{p}+2}).
\]

Hence, by truncating the Hermite expansion (4.5) after the \(N\) largest terms, we obtain the best \(N\)-term rate
\[
\left\|u(y) - \sum_{\nu \in \Lambda_N} u_\nu H_\nu(y)\right\|_{L^2(U, X; X)} = O(N^{-\frac{1}{p}+1}) \quad \text{as } N \to \infty. \tag{4.9}
\]

\subsection{Functions of the type \(u(y) = \mathcal{U}\left(\exp\left(\sum_{j \in \mathbb{N}} y_j \psi_j\right)\right)\)}

We now show that certain composite functions of the type
\[
u \in \mathbb{N}
\]\nsatisfy \((b, \xi, \delta, X)\)-holomorphy under certain conditions.

The significance of such functions is the following: if we think for example of \(\mathcal{U}\) as the solution operator \(\mathcal{S}\) in (3.5) which maps the diffusion coefficient \(a \in L^\infty(D)\) to the solution of \(\mathcal{U}(a) \in H^1_0(D)\) of an elliptic PDE on some domain \(D \subseteq \mathbb{R}^d\), then \(\mathcal{U}\left(\exp\left(\sum_{j \in \mathbb{N}} y_j \psi_j\right)\right)\) is exactly the parametric solution discussed in Sections 3-3.8. We explain this in more detail in Section 4.3.1. The presently developed, abstract setting allows, however, to consider \(\mathcal{U}\) as solution operator of other, structurally similar PDEs with log-Gaussian random input data. Furthermore, if \(\mathcal{G}\) is another
map with suitably holomorphy properties, the composition \( G(\mathcal{U}(\exp(\sum_{j \in \mathbb{N}} y_j \psi_j))) \) is again of the general type \( \tilde{\mathcal{U}}(\exp(\sum_{j \in \mathbb{N}} y_j \psi_j)) \) with \( \tilde{\mathcal{U}} = G \circ \mathcal{U} \).

This will allow to apply the ensuing results on convergence rates of deterministic collocation and quadrature algorithms to a wide range of PDEs with GRF inputs and functionals on their random solutions. As a particular case in point, we apply our results to posterior densities in Bayesian inversion, as we explain subsequently in Section 5. As a result, the concept of \((b, \xi, \delta, X)\)-holomorphy is fairly broad and covers a large range of parametric PDEs depending on log-normally distributed data. To formalize all of this, we now provide sufficient conditions on the solution operator \( \mathcal{U} \) and the sequence \((\psi_j)_{j \in \mathbb{N}}\) guaranteeing \((b, \xi, \delta, X)\)-holomorphy.

Let \( d \in \mathbb{N}, D \subseteq \mathbb{R}^d \) an open set, \( E \) a complex Banach space which is continuously embedded into \( L^\infty(D; \mathbb{C}) \), and finally let \( X \) be another complex Banach space. Additionally, suppose that there exists \( C_E > 0 \) such that for all \( \psi_1, \psi_2 \in E \) and some \( m \in \mathbb{N} \)

\[
\| \exp(\psi_1) - \exp(\psi_2) \|_E \leq C_E \|\psi_1 - \psi_2\|_E \max \left\{ \exp(m\|\psi_1\|_E); \exp(m\|\psi_2\|_E) \right\}. \tag{4.10}
\]

This covers in particular the Sobolev spaces \( W^{k_0}(D; \mathbb{C}) \), \( k_0 \in \mathbb{N}_0 \), on bounded Lipschitz domains \( D \subseteq \mathbb{R}^d \), but also the Kondrat’ev spaces \( W^{k_0}_C(D; \mathbb{C}) \) on polygonal domains \( D \subseteq \mathbb{R}^d \), cp. Lemma 3.28. Choosing \( \psi_2 \equiv 0 \) in (4.10) we obtain

\[
\| \exp(\psi_1) \|_E \leq C'_E \exp((m + 1)\|\psi_1\|_E). \tag{4.11}
\]

for some positive constant \( C'_E \). Indeed,

\[
\| \exp(\psi_1) \|_E \leq \|1\|_E + C_E \|\psi_1\|_E \exp(m\|1\|_E + m\|\psi_1\|_E) \\
\leq C'_E (1 + \|\psi_1\|_E) \exp(m\|\psi_1\|_E) \\
\leq C'_E \exp((m + 1)\|\psi_1\|_E).
\]

For a function \( u \in E \subseteq L^\infty(D; \mathbb{C}) \) we will write \( \Re(u) \in L^\infty(D; \mathbb{R}) \subseteq L^\infty(D; \mathbb{C}) \) to denote its real part and \( \Im(u) \in L^\infty(D; \mathbb{R}) \subseteq L^\infty(D; \mathbb{C}) \) its imaginary part so that \( u = \Re(u) + i\Im(u) \).

**Proposition 4.11.** Let \( 0 < \delta < \delta_{\text{max}}, K > 0, \eta > 0 \) and \( m \in \mathbb{N} \). Assume that for an open set \( O \subseteq E \) containing

\[
\{\exp(\psi) : \psi \in E, \|\Im(\psi)\|_E \leq \eta\},
\]

it holds

(i) \( \mathcal{U} : O \to X \) is holomorphic,

(ii) for all \( a \in O \)

\[
\|\mathcal{U}(a)\|_X \leq \delta \left( \frac{1 + \|a\|_E}{\min\{1, \rho(a)\}} \right)^m,
\]

(iii) for all \( a, b \in O \)

\[
\|\mathcal{U}(a) - \mathcal{U}(b)\|_X \leq K \left( \frac{1 + \max\{\|a\|_E, \|b\|_E\}}{\min\{1, \rho(a), \rho(b)\}} \right)^m \|a - b\|_E,
\]

(iv) \( (\psi_j)_{j \in \mathbb{N}} \subseteq E \cap L^\infty(D) \) and with \( b_j := \|\psi_j\|_E \) it holds \( b \in \ell^1(\mathbb{N}) \).
Then there exists \( \xi > 0 \) and for every \( \delta_{\text{max}} > 0 \) there exists \( \tilde{C} \) depending on \( b, \delta_{\text{max}}, C_E \) and \( m \) but independent of \( \delta \in (0, \delta_{\text{max}}) \), such that with

\[
u_N\left((y_j)_{j=1}^N\right) = \mathcal{U}\left(\exp\left(\sum_{j=1}^N y_j \psi_j\right)\right) \quad \forall (y_j)_{j=1}^N \in \mathbb{R}^N,
\]

and \( \tilde{u}_N(y) = u_N(y_1, \ldots, y_N) \) for \( y \in U \), the function

\[
u := \lim_{N \to \infty} \tilde{u}_N \in L^2(U; X^\gamma)
\]

is well-defined and \( (b, \xi, \delta\tilde{C}, X) \)-holomorphic.

**Proof. Step 1.** We show that \( u_N \in L^2(\mathbb{R}^N, X; \gamma_N) \) for every \( N \in \mathbb{N} \). To this end we recall that for any \( s > 0 \) (see, e.g., [68, Appendix B], [9, (38)] for a proof)

\[
\int_{\mathbb{R}} \exp(s|y|) \, d\gamma_1(y) \leq \exp\left(\frac{s^2}{2} + \sqrt{2} \frac{s}{\pi}\right).
\]

(4.12)

Since \( E \) is continuously embedded into \( L^\infty(D; \mathbb{C}) \), there exists \( C_0 > 0 \) such that

\[
\|\psi\|_{L^\infty(D)} \leq C_0 \|\psi\|_E \quad \forall \psi \in E.
\]

Using (ii), (4.11), and

\[
\frac{1}{\text{ess inf}_{x \in D} \left(\exp\left(\sum_{j=1}^N y_j \psi_j(x)\right)\right)} \leq \left\| \exp\left(-\sum_{j=1}^N y_j \psi_j\right) \right\|_{L^\infty} \leq \exp\left(\left\| \sum_{j=1}^N y_j \psi_j \right\|_{L^\infty}\right) \leq \exp\left(\exp\left(C_0 \sum_{j=1}^N |y_j| \|\psi_j\|_E\right)\right),
\]

we obtain the bound

\[
\|u_N(y)\|_X \leq \delta \left(1 + \left\| \exp\left(\sum_{j=1}^N y_j \psi_j\right)\right\|_E\right)^m \exp\left(C_0 m \sum_{j=1}^N |y_j| \|\psi_j\|_E\right) \leq \delta \left(1 + C_E' \exp\left((m + 1) \sum_{j=1}^N |y_j| \|\psi_j\|_E\right)\right)^m \exp\left(C_0 m \sum_{j=1}^N |y_j| \|\psi_j\|_E\right)
\]

\[
\leq C_1 \exp\left((2 + C_0)m^2 \sum_{j=1}^N |y_j| \|\psi_j\|_E\right)
\]

for some constant \( C_1 > 0 \) depending on \( \delta, C_E \) and \( m \). Hence, by (4.12) we have

\[
\int_{\mathbb{R}^N} \|u_N(y)\|_X^2 \, d\gamma_N(y) \leq C_1 \int_{\mathbb{R}^N} \exp\left((2 + C_0)m^2 \sum_{j=1}^N |y_j| \|\psi_j\|_E\right) \, d\gamma_N(y)
\]

\[
\leq C_1 \exp\left(\frac{(2 + C_0)^2 m^4}{2} \sum_{j=1}^N b_j^2 + \sqrt{2} \frac{(2 + C_0)m^2}{\pi} \sum_{j=1}^N b_j\right) < \infty.
\]
Step 2. We show that $(\tilde{u}_N)_{N \in \mathbb{N}}$ which is defined as $\tilde{u}_N(y) := u_N(y_1, \ldots, y_N)$ for $y \in U$, is a Cauchy sequence in $L^2(U, X; \gamma)$. For any $N < M$ by (iii)

$$\|\tilde{u}_M - \tilde{u}_N\|_{L^2(U, X; \gamma)}^2 = \int_U \left\| \mathcal{U} \left( \exp \left( \sum_{j=1}^{M} y_j \psi_j \right) \right) - \mathcal{U} \left( \exp \left( \sum_{j=1}^{N} y_j \psi_j \right) \right) \right\|_X^2 \, d\gamma(y)$$

$$\leq K \int_U \left[ \left( 1 + \left\| \exp \left( \sum_{j=1}^{M} y_j \psi_j \right) \right\|_E + \left\| \exp \left( \sum_{j=1}^{N} y_j \psi_j \right) \right\|_E \right)^m \times \exp \left( C_0 m \left\| \sum_{j=1}^{M} y_j \psi_j \right\|_E \right) \cdot \left\| \exp \left( \sum_{j=1}^{M} y_j \psi_j \right) - \exp \left( \sum_{j=1}^{N} y_j \psi_j \right) \right\|_E \right] \, d\gamma(y)$$

Using (4.11) again we can estimate

$$\|\tilde{u}_M - \tilde{u}_N\|_{L^2(U, X; \gamma)}^2 \leq K \int_U \left[ \left( 1 + 2C_E \exp \left( (m + 1) \sum_{j=1}^{M} y_j \left\| \psi_j \right\|_E \right) \right)^m \times \exp \left( C_0 m \left\| \sum_{j=1}^{M} y_j \left\| \psi_j \right\|_E \right) \cdot \left\| \exp \left( \sum_{j=1}^{M} y_j \psi_j \right) - \exp \left( \sum_{j=1}^{N} y_j \psi_j \right) \right\|_E \right] \, d\gamma(y)$$

for $C_2 > 0$ depending only on $K, C_E$, and $m$. Now, employing (4.10) we obtain

$$\left\| \exp \left( \sum_{j=1}^{M} y_j \psi_j \right) - \exp \left( \sum_{j=1}^{N} y_j \psi_j \right) \right\|_E \leq C_E \sum_{j=N+1}^{M} y_j \left\| \psi_j \right\|_E \exp \left( m \sum_{j=1}^{M} y_j \left\| \psi_j \right\|_E \right)$$

$$\leq C_E \sum_{j=N+1}^{M} y_j \left\| \psi_j \right\|_E \exp \left( m \sum_{j=1}^{M} y_j \left\| \psi_j \right\|_E \right)$$

Therefore for a constant $C_3$ depending on $C_E$ and $\delta$ (but independent of $N$), using $|y_j| \leq \exp(|y_j|),$ $|\psi_j| \leq \sqrt{2\pi}$, and $|\gamma_j| \leq \sqrt{2\pi}$, we get

$$\|\tilde{u}_M - \tilde{u}_N\|_{L^2(U, X; \gamma)}^2 \leq C_3 \sum_{j=N+1}^{M} \left\| \psi_j \right\|_E \int_{\mathbb{R}^M} \left| y_j \right| \exp \left( (3 + C_0) m^2 \sum_{i=1}^{M} y_i \left\| \psi_i \right\|_E \right) \, d\gamma_M \left( \left( \begin{array}{c} y_i \\ \vdots \\ y_i \end{array} \right) \right)$$

$$\leq C_3 \sum_{j=N+1}^{M} \left\| \psi_j \right\|_E \exp \left( |y_j| + (3 + C_0) m^2 \sum_{i=1}^{M} \left| y_i \right| \left\| \psi_i \right\|_E \right) \, d\gamma_M \left( \left( \begin{array}{c} y_i \\ \vdots \\ y_i \end{array} \right) \right)$$

$$\leq C_3 \left( \sum_{j=N+1}^{M} b_j \right) \left( \exp \left( \frac{1}{2} + \frac{\sqrt{2\pi}}{2} \left( 3 + C_0 \right) m^2 \sum_{j=1}^{M} b_j \right) \right).$$

where we used (4.12) and in the last inequality. Since $b \in \ell^1(\mathbb{N})$ the last term is bounded by $C_4 \left( \sum_{j=N+1}^{\infty} b_j \right)$ for a constant $C_4$ depending on $C_E$, $K$ and $b$ but independent of $N, M$. Due to
\( b \in \ell^1(\mathbb{N}) \), it also holds
\[
\sum_{j=N+1}^{\infty} b_j \to 0 \text{ as } N \to \infty.
\]

Since \( N < M \) are arbitrary, we have shown that \((\tilde{u}_N)_{N \in \mathbb{N}}\) is a Cauchy sequence in the Banach space \( L^2(U, X; \gamma) \). This implies that there is a function
\[
u := \lim_{N \to \infty} \tilde{u}_N \in L^2(U, X; \gamma).
\]

**Step 3.** To show that \( u \) is \((b, \xi, \delta \tilde{C}, X)\) holomorphic, we provide constants \( \xi > 0 \) and \( \tilde{C} > 0 \) independent of \( \delta \) so that \( u_N \) admits holomorphic extensions as in Definition 4.1. This concludes the proof.

Let \( \xi := \frac{\pi}{4(4C_0)} \). Fix \( N \in \mathbb{N} \) and assume
\[
\sum_{j=1}^{N} b_j \varrho_j < \xi
\]
(i.e. \((\varrho_j)_{j=1}^{N}\) is \((b, \delta_1)\)-admissible). Then for \( z_j = y_j + \i \zeta_j \in \mathbb{C} \) such that \( |\Im(z_j)| = |\zeta_j| < \varrho_j \) for all \( j \),
\[
\rho \left( \exp \left( \sum_{j=1}^{N} z_j \psi_j(x) \right) \right) = \sup_{x \in D} \left( \exp \left( \sum_{j=1}^{N} y_j \psi_j(x) \right) \cos \left( \sum_{j=1}^{N} \zeta_j \psi_j(x) \right) \right).
\]
Due to
\[
\sup_{x \in D} \left| \sum_{j=1}^{N} \zeta_j \psi_j(x) \right| \leq \sum_{j=1}^{N} \varrho_j \|\psi_j\|_{L^\infty} \leq \sum_{j=1}^{N} C_0 \varrho_j \|\psi_j\|_V = \sum_{j=1}^{N} C_0 \varrho_j b_j \leq \frac{\pi}{4},
\]
we obtain for such \((z_j)_{j=1}^{N}\)
\[
\rho \left( \exp \left( \sum_{j=1}^{N} z_j \psi_j(x) \right) \right) \geq \exp \left( - \sum_{j=1}^{N} |y_j| \|\psi_j\|_{L^\infty} \right) \cos \left( \frac{\pi}{4} \right) > 0. \tag{4.13}
\]
This shows that for every \( \varrho = (\varrho_j)_{j=1}^{N} \in (0, \infty)^N \) such that \( \sum_{j=1}^{N} b_j \varrho_j < \xi \), it holds
\[
\sum_{j=1}^{N} z_j \psi_j \in O \quad \forall \varrho \in \mathcal{S}(\varrho).
\]

Since \( \mathcal{U} : O \to X \) is holomorphic, the function
\[
u_N \left( (y_j)_{j=1}^{N} \right) = \mathcal{U} \left( \exp \left( \sum_{j=1}^{N} y_j \psi_j \right) \right)
\]
can be holomorphically extended to arguments \((z_j)_{j=1}^{N} \in \mathcal{S}(\varrho)\).

Finally we fix again \( N \in \mathbb{N} \) and provide a function \( \varphi_N \in L^2(U; \gamma) \) as in Definition 4.1. Fix \( y \in \mathbb{R}^N \) and \( z \in \mathcal{B}_\varrho \) and set
\[
a := \sum_{j=1}^{N} (y_j + z_j) \psi_j.
\]
By (ii), (4.13) and because $b_j = \|\psi_j\|_E$ and
\[
\sum_{j=1}^{N} b_j \varrho_j \leq \xi,
\]
we have that
\[
\|u_N((y_j + z_j)_{j=1}^{N})\|_X \leq \delta \left( \frac{1 + \|a\|_E}{\min\{1, \rho(a)\}} \right)^m 
\leq \delta \frac{1 + C_E \exp \left((m + 1) \sum_{j=1}^{N} (|y_j| + |z_j|) \|\psi_j\|_E \right)}{\exp(-C_0 \sum_{j=1}^{N} (|y_j| + |z_j|) \|\psi_j\|_E) \cos \left(\frac{\pi}{4} \right)} 
\leq \delta \frac{1 + C_E \exp \left((m + 1) \sum_{j=1}^{N} |y_j| \varrho_j \right)}{\exp(-C_0 \sum_{j=1}^{N} |y_j| \varrho_j) \exp(-C_0 \xi) \cos \left(\frac{\pi}{4} \right)} 
\leq \delta L \exp \left((2 + C_0)m^2 \sum_{j=1}^{N} |y_j| \varrho_j \right)
\]
for some $L$ depending only on $C_E, C_0$ and $m$. Let us define the last quantity as $\varphi_N \left((y_j)_{j=1}^{N}\right)$. Then by (4.12) and because $\gamma_N$ is a probability measure on $\mathbb{R}^N$, \[
\|\varphi_N\|_{L^2(\mathbb{R}^N; \gamma_N)} \leq \delta L \exp \left( \sum_{j=1}^{N} \frac{(2 + C_0)^2 m^4 \varrho_j^2}{2} + (2 + C_0) m^2 \sqrt{2} \varrho_j \right) 
\leq \delta L \exp \left( \sum_{j=1}^{N} \frac{(2 + C_0)^2 m^4 \varrho_j^2}{2} + (2 + C_0) m \sqrt{2} \varrho_j \right) 
\leq \delta \tilde{C}(b, C_0, C_E, m),
\]
for some constant $\tilde{C}(b, C_0, C_E, m) \in (0, \infty)$ because $b \in \ell^1(\mathbb{N})$. In all, we have shown that $u$ satisfies $(b, \xi, \delta \tilde{C}, X)$-holomorphy as in Definition 4.1.

### 4.3 Examples of holomorphic maps

We revisit the example of linear elliptic divergence-form PDE with diffusion coefficient introduced in Section 3. Its coefficient-to-solution map $S$ from (3.5) gives rise to parametric maps which are parametric-holomorphic. This kind of function will, on the one hand, arise as generic model of Banach-space valued uncertain inputs of PDEs, and on the other hand as model of solution manifolds of PDEs. The connection is made through preservation of holomorphy under composition with inversion of boundedly invertible differential operators.

Let $f \in X'$. If $A(a) \in \mathcal{L}_{is}(X, X')$ is an isomorphism depending (locally) holomorphically on $a \in E$, then $U : a \mapsto (\text{inv} \circ A(a))f \in X$ is also locally holomorphic as a function of $a \in E$, where inv denotes the inversion map. This is a consequence of the fact that the inversion map $\text{inv} : \mathcal{L}_{is}(X, X') \rightarrow \mathcal{L}_{is}(X', X)$ is holomorphic, see e.g. [102, Example 1.2.38]. This argument can be used to show that the solution operator corresponding to the solution of certain PDEs is holomorphic in the parameter. We informally discuss this for some parametric PDEs and refer to [102, Chapter 1 and 5] for more details.
4.3.1 Linear elliptic divergence-form PDE with parametric diffusion coefficient

Let us again consider the model linear elliptic PDE
\[- \text{div}(a \nabla U(a)) = f \text{ in } D, \quad U(a) = 0 \text{ on } \partial D\] (4.14)

where \(d \in \mathbb{N}, D \subseteq \mathbb{R}^d\) is a bounded Lipschitz domain, \(X := H^1_0(D; \mathbb{C})\), \(f \in H^{-1}(D; \mathbb{C}) := (H^1_0(D; \mathbb{C}))'\) and \(a \in E := L^\infty(D; \mathbb{C})\). Then the solution operator \(U\) mapping the coefficient function \(a\) to the weak solution \(U(a)\)
\[a \in O := \{a \in L^\infty(D; \mathbb{C}) : \rho(a)\} := \text{ess inf}_{x \in D} \Re(a(x)) > 0\]
(here \(\langle \cdot, \cdot \rangle\) denotes the dual product between \(X'\) and \(X\)). With \(A(a)\) denoting the differential operator \(- \text{div}(a \nabla \cdot) \in L(X, X')\) we can also write \(U(a) = A(a)^{-1}f\). We now check assumptions (i)-(iii) of Proposition 4.11.

(i) As mentioned above, complex Fréchet differentiability (i.e. holomorphy) of \(U : O \to X\) is satisfied because the operation of inversion of linear operators is holomorphic on the set of boundedly invertible linear operators, \(A\) depends boundedly and linearly (thus holomorphically) on \(a\), and therefore, the map
\[a \mapsto A(a)^{-1}f = U(a)\]
is a composition of holomorphic functions. We refer once more to [102, Example 1.2.38] for more details.

(ii) For \(a \in O\), it holds
\[\|U(a)\|_X \rho(a) \leq \left| \int_D \nabla U(a)^\top a \nabla U(a) \, dx \right| = \left| \langle f, U(a) \rangle \right| \leq \|f\|_{X'} \|U(a)\|_X.\]
This gives the usual a-priori bound
\[\|U(a)\|_X \leq \frac{\|f\|_{X'}}{\rho(a)}.\] (4.15)

(iii) For \(a, b \in O\) and with \(w := U(a) - U(b)\), we have that
\[\frac{\|w\|_X^2}{\rho(a)} \leq \left| \int_D \nabla w^\top a \nabla w \, dx \right| = \left| \int_D \nabla U(a)^\top a \nabla w \, dx - \int_D \nabla U(b)^\top b \nabla w \, dx \right| \leq \|U(b)\|_X \|w\|_X \|a - b\|_E \]
\[\leq \|f\|_{X'} \|w\|_X \|a - b\|_E,\]
and thus
\[\|U(a) - U(b)\|_X \leq \|f\|_{X'} \frac{\|a\|_E}{\rho(b)} \|a - b\|_E.\] (4.16)
Hence, by Proposition 4.11, if \((\psi_j)_{j\in\mathbb{N}} \subset E\) such that with \(b_j := \|\psi_j\|_E\) it holds \(b \in \ell^1(\mathbb{N})\), then the function
\[
u(y) = \lim_{N \to \infty} \mathcal{U} \left( \exp \left( \sum_{j=1}^N y_j \psi_j \right) \right) \in L^2(U, X; \gamma)
\]
is well-defined and \((b, \xi, \delta, X)-holomorphic\) by Proposition 4.11.

This example can easily be generalized to spaces of higher-regularity, e.g. if \(D \subseteq \mathbb{R}^d\) is a bounded \(C^{s-1}\) domain for some \(s \in \mathbb{N}, s \geq 2\), then we may set \(X := H_0^1(D; \mathbb{C}) \cap H^s(D; \mathbb{C})\) and \(E := W_\infty^s(D; \mathbb{C})\) and repeat the above calculation.

### 4.3.2 Linear parabolic PDE with parametric coefficient

Let \(0 < T < \infty\) denote a finite time-horizon and let \(D\) be a bounded domain with Lipschitz boundary \(\partial D\) in \(\mathbb{R}^d\). We define \(I := (0, T)\) and consider the initial boundary value problem (IBVP for short) for the linear parabolic PDE
\[
\begin{aligned}
\begin{cases}
\frac{\partial u(t, x)}{\partial t} - \text{div} \left( a(x) \nabla u(t, x) \right) = f(t, x), & (t, x) \in I \times D, \\
u|_{\partial D \times I} = 0, \\
u|_{t=0} = u_0(x).
\end{cases}
\end{aligned}
\tag{4.17}
\]

In this section, we prove that the solution to this problem satisfies the assumptions of Proposition 4.11. We first review results on the existence and uniqueness of solutions to the equation (4.17). We refer to [89] and the references there for proofs and more detailed discussion.

We denote \(V := H_0^1(D; \mathbb{C})\) and \(V' = H^{-1}(D; \mathbb{C})\). The parabolic IBPV given by equation (4.17) is a well-posed operator equation in the intersection space of Bochner spaces (e.g. [89, Appendix], and e.g. [101, 48] for the definition of spaces)

\[
X := L^2(I, V) \cap H^1(I, V') = (L^2(I) \otimes V) \cap (H^1(I) \otimes V')
\]
equipped with the sum norm
\[
\|u\|_X := \left( \|u\|_{L^2(I,V)}^2 + \|u\|_{H^1(I,V')}^2 \right)^{1/2}, \quad u \in X,
\]
where
\[
\|u\|_{L^2(I,V)}^2 = \int_I \|u(t, \cdot)\|_V^2 \, dt,
\]
and
\[
\|u\|_{H^1(I,V')}^2 = \int_I \|\partial_t u(t, \cdot)\|_{V'}^2 \, dt.
\]

To state a space-time variational formulation and to specify the data space for (4.17), we introduce the test-function space

\[
Y = L^2(I, V) \times L^2(D) = (L^2(I) \otimes V) \times L^2(D)
\]
which we endow with the norm
\[
\|v\|_Y = \left( \|v_1\|_{L^2(I, V)}^2 + \|v_2\|_{L^2(D)}^2 \right)^{1/2}, \quad v = (v_1, v_2) \in Y.
\]
Given a time-independent diffusion coefficient \( a \in L^\infty(D; \mathbb{C}) \) and \((f, u_0) \in Y'\), the continuous sesquilinear and antilinear forms corresponding to the parabolic problem (4.17) reads for \( u \in X \) and \( v = (v_1, v_2) \in Y \) as

\[
B(u, v; a) := \int_I \int_D \partial_t u v_1 \, dx \, dt + \int_I \int_D a \nabla u \cdot \nabla v_1 \, dx \, dt + \int_D u_0 v_2 \, dx
\]

and

\[
L(v) := \int_I \langle f(t, \cdot), v_1(t, \cdot) \rangle \, dt + \int_D u_0 v_2 \, dx,
\]

where \( \langle \cdot, \cdot \rangle \) is the anti-duality pairing between \( V' \) and \( V \). Then the space-time variational formulation of equation (4.17) is: Find \( U(a) \in X \) such that

\[
B(U(a), v; a) = L(v), \quad \forall v \in Y. \tag{4.18}
\]

The existence and uniqueness of solution to the equation (4.18) was proved in [89] which reads as follows.

**Proposition 4.12.** Assume that \((f, u_0) \in Y'\) and that

\[
0 < \rho(a) := \text{ess inf}_{x \in D} \Re(a(x)) \leq |a(x)| \leq \|a\|_{L^\infty} < \infty, \quad x \in D \tag{4.19}
\]

Then the parabolic operator \( B \in \mathcal{L}(X, Y') \) defined by

\[
(Bu)(v) = B(u, v; a),
\]

is an isomorphism and \( B^{-1} : Y \to X \) has the norm

\[
\|B^{-1}\| \leq \frac{1}{\beta(a)},
\]

where

\[
\beta(a) := \frac{\min \left( \rho(a) \|a\|_{L^\infty}^{-2}, \rho(a) \right)}{\sqrt{2} \max(\rho(a)^{-2}, 1) + \vartheta^2} \quad \text{and} \quad \vartheta := \sup_{w \neq 0, w \in X} \frac{\|w(0, \cdot)\|_{L^2(D)}}{\|w\|_X}.
\]

The constant \( \vartheta \) depends only on \( T \).

With the set of admissible diffusion coefficients

\[
O := \{a \in L^\infty(D, \mathbb{C}) : \rho(a) > 0\},
\]

from the above proposition we immediately deduce that for given \((f, u_0) \in Y'\), the map

\[
U : O \to X : a \to U(a)
\]

is well-defined.

Furthermore, there holds the a-priori estimate

\[
\|U(a)\|_X \leq \frac{1}{\beta(a)} \left( \|f\|_{L^2(I, Y')}^2 + \|u_0\|_{L^2}^2 \right)^{1/2}. \tag{4.20}
\]

This bound is a consequence of the following result which states that the data-to-solution map \( a \to U(a) \) is locally Lipschitz continuous.
Lemma 4.13. Let \((f, u_0) \in Y'\). Assume that \(U(a)\) and \(U(b)\) be solutions to (4.18) with coefficients \(a, b\) satisfying (4.19), respectively.

Then, with the function \(\beta(\cdot)\) in variable \(a\) as in Proposition 4.12, we have

\[
\|U(a) - U(b)\|_X \leq \frac{1}{\beta(a)\beta(b)} \|a - b\|_{L_\infty} \left( \|f\|_{L^2(I,V')}^2 + \|u_0\|_{L^2}^2 \right)^{1/2}.
\]

Proof. From (4.18) we find that for \(w := U(a) - U(b)\),

\[
\int_I \int_D \partial_t w \, \nabla w \, dx \, dt + \int_I \int_D a \nabla w \cdot \nabla v_1 \, dx \, dt + \int_D w|_{t=0} \, dx \\
= - \int_I \int_D (a - b) \nabla U(b) \cdot \nabla v_1 \, dx \, dt.
\]

This is a parabolic equation in the variational form with \((\tilde{f}, 0) \in Y'\) where \(\tilde{f}: L^2(I,V) \to \mathbb{C}\) is given by

\[
\tilde{f}(v_1) := - \int_I \int_D (a - b) \nabla U(b) \cdot \nabla v_1 \, dx \, dt, \quad v_1 \in L^2(I,V).
\]

Now applying Proposition 4.12 we find

\[
\|U(a) - U(b)\|_X \leq \frac{\|\tilde{f}\|_{L^2(I,V')}}{\beta(a)}. \tag{4.21}
\]

We also have

\[
\|\tilde{f}\|_{L^2(I,V')} = \sup_{\|v_1\|_{L^2(I,V')} = 1} |\tilde{f}(v_1)| \leq \|a - b\|_{L_\infty} \|U(b)\|_{L^2(I,V)} \|v_1\|_{L^2(I,V)} \\
\leq \|a - b\|_{L_\infty} \frac{1}{\beta(b)} \left( \|f\|_{L^2(I,V')}^2 + \|u_0\|_{L^2}^2 \right)^{1/2},
\]

where in the last estimate we used again Proposition 4.12. Inserting this into (4.21) we obtain the desired result.

We are now in position to verify the assumptions (i)–(iii) of Proposition 4.11 for the data-to-solution map \(a \mapsto U(a)\) to the equation (4.17).

(i) For the first condition, it has been shown that the weak solution to the linear parabolic PDEs (4.17) depends holomorphically on the data \(a \in O\) by the Ladyzhenskaya-Babuška-Brezzi theorem in Hilbert spaces over \(\mathbb{C}\), see e.g. [33, Pages 26, 27].

(ii) Let \(a \in O\). Using the elementary estimate \(a + b \leq ab\) with \(a, b \geq 2\), we get

\[
\sqrt{2} \max(\rho(a)^{-2}, 1) + \vartheta^2 \leq \sqrt{2} \max(\rho(a)^{-2}, 1) + \max(\vartheta^2, 2) \\
\leq 2 \max(\rho(a)^{-2}, 1) \max(\vartheta^2, 2) \leq \max(\vartheta \sqrt{2}, 2)(\rho(a)^{-1} + 1).
\]

Hence, from (4.20) we can bound

\[
\|U(a)\|_X \leq \frac{C_0(\rho(a)^{-1} + 1)}{\min(\rho(a), \|a\|_{L_\infty}^{-2}, \rho(a))} = \frac{C_0(1 + \rho(a))}{\rho(a)^2 \min(\|a\|_{L_\infty}^{-2}, 1)} \\
\leq \frac{C_0(1 + \|a\|_{L_\infty})\|a\|_{L_\infty}^2}{\min(\rho(a)^4, 1)} \leq C_0 \left( \frac{1 + \|a\|_{L_\infty}}{\min(\rho(a), 1)} \right)^4, \tag{4.22}
\]
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where

\[ C_0 = \max (\sqrt{2}, 2) \left( \| f \|^2_{L^2(I,V')} + \| u_0 \|^2_{L^2} \right)^{1/2}. \]

(iii) The third assumption follows from Lemma 4.13 and the part (ii), i.e., for \( a, b \in O \) holds

\[ \| \mathcal{U}(a) - \mathcal{U}(b) \|_X \leq C \left( \frac{1 + \| a \|_{L^\infty}}{\min (\rho(a), 1)} \right)^4 \left( \frac{1 + \| b \|_{L^\infty}}{\min (\rho(b), 1)} \right)^4 \| a - b \|_{L^\infty}, \]

for some \( C > 0 \) depending on \( f, u_0 \) and \( T \).

We continue studying the holomorphy of the solution map to the equation (4.17) in function space of higher-regularity. Denote by \( H^1(I, L^2(D)) \) the space of all functions \( v(t, \mathbf{x}) \in L^2(I, L^2(D)) \) such that the norm

\[ \| v \|_{H^1(I,L^2)} := \left( \| v \|^2_{L^2(I,L^2)} + \| \partial_t v \|^2_{L^2(I,L^2)} \right)^{1/2} \]

is finite. We put

\[ Z := L^2(I, W) \cap H^1(I, L^2(D)), \quad W := \{ v \in V : \Delta v \in L^2(D) \}, \]

and

\[ \| v \|_Z := \left( \| v \|^2_{H^1(I,L^2)} + \| v \|^2_{L^2(I,W)} \right)^{1/2}. \]

In the following the constant \( C \) and \( C' \) may change their values from line to line.

**Lemma 4.14.** Assume that \( a \in W^1_\infty(D) \cap O \) and \( f \in L^2(I, L^2(D)) \) and \( u_0 \in V \). Suppose further that \( \mathcal{U}(a) \in X \) is the weak solution to the equation (4.17). Then \( \mathcal{U}(a) \in L^2(I, W) \cap H^1(I, L^2(D)) \). Furthermore,

\[ \| \partial_t \mathcal{U}(a) \|_{L^2(I,L^2)} \leq \left( \frac{1 + \| a \|_{W^1_\infty}}{\min (\rho(a), 1)} \right)^4 \left( \| u_0 \|_V + \| f \|_{L^2(I,L^2)} \right)^{1/2}, \]

and

\[ \| \Delta \mathcal{U}(a) \|_{L^2(I,L^2)} \leq C \left( \frac{1 + \| a \|_{W^1_\infty}}{\min (\rho(a), 1)} \right)^5 \left( \| u_0 \|_V^2 + \| f \|_{L^2(I,L^2)}^2 \right)^{1/2}, \]

where \( C > 0 \) independent of \( f \) and \( u_0 \). Therefore,

\[ \| \mathcal{U}(a) \|_Z \leq C \left( \frac{1 + \| a \|_{W^1_\infty}}{\min (\rho(a), 1)} \right)^5 \left( \| u_0 \|_V^2 + \| f \|_{L^2(I,L^2)}^2 \right)^{1/2}. \]

**Proof.** The argument follows along the lines of, e.g., [48, Section 7.1.3] by separation of variables. Let \( \{ \omega_k \}_{k \in \mathbb{N}} \subset V \) be an orthogonal basis which is orthonormal basis of \( L^2(D) \), [eigenbasis in polygon generally not smooth], see, e.g. [48, Page 353]. Let further, for \( m \in \mathbb{N} \),

\[ \mathcal{U}_m(a) = \sum_{k=1}^{m} d_m^k(t) \omega_k \in V_m \]

be a Galerkin approximation to \( \mathcal{U}(a) \) on \( V_m := \text{span}\{ \omega_k, \ k = 1, \ldots, m \} \).
Then we have
\[ \partial_t U_m(a) = \sum_{k=1}^{m} \frac{d}{dt} \alpha_m^k(t) \omega_k \in V_m. \]

Multiplying both sides with \( \partial_t U_m(a) \) we get
\[ \int_D \partial_t U_m(a) \partial_t U_m(a) \, dx + \int_D a \nabla U_m(a) \cdot \nabla \overline{U_m(a)} \, dx = \int_D f \partial_t U_m(a) \, dx. \]

The conjugate equation is given by
\[ \int_D \partial_t U_m(a) \partial_t \overline{U_m(a)} \, dx + \int_D a \nabla \overline{U_m(a)} \cdot \nabla U_m(a) \, dx = \int_D f \partial_t U_m(a) \, dx. \]

Consequently we obtain
\[ 2\| \partial_t U_m(a) \|^2_{L^2(I, L^2)} + \frac{d}{dt} \int_D \Re(a) |\nabla U_m(a)|^2 \, dx = \int_D f \partial_t U_m(a) \, dx + \int_D \bar{f} \partial_t U_m(a) \, dx. \]

Integrating both sides with respect to \( t \) on \( I \) and using the Cauchy-Schwarz inequality we arrive at
\[ 2\| \partial_t U_m(a) \|^2_{L^2(I, L^2)} + \int_D \Re(a) |\nabla U_m(a)|_{t=0}^2 \, dx \leq \int_D \Re(a) |\nabla U_m(a)|_{t=0}^2 \, dx + \|f\|^2_{L^2(I, L^2)} + \|\partial_t U_m(a)\|^2_{L^2(I, L^2)}, \]
which implies
\[ \| \partial_t U_m(a) \|^2_{L^2(I, L^2)} \leq \int_D \Re(a) |\nabla U_m(a)|_{t=0}^2 \, dx + \|f\|^2_{L^2(I, L^2)} \]
\[ \leq \|a\|_{L^\infty} \|\nabla U_m(a)|_{t=0}^2 \, dx + \|f\|^2_{L^2(I, L^2)}, \quad (4.24) \]

where we used the bounds \( \|\nabla U_m(a)|_{t=0} \leq u_0 \), see [48, Page 362].

Passing to limits we deduce that
\[ \| \partial_t U(a) \|^2_{L^2(I, L^2)} \leq \left( \|a\|_{L^\infty} \|u_0\|^2_{V} + \|f\|^2_{L^2(I, L^2)} \right)^{1/2} \]
\[ \leq \left( \|a\|_{L^\infty} + 1 \right)^{1/2} \left( \|u_0\|^2_{V} + \|f\|^2_{L^2(I, L^2)} \right)^{1/2} \]
\[ \leq C \left( \frac{1 + \|a\|_{W^1_\infty}}{\min(\beta(a), 1)} \right)^4 \left( \|u_0\|^2_{V} + \|f\|^2_{L^2(I, L^2)} \right)^{1/2}. \]

We also have from (4.20) and (4.22) that
\[ \|U(a)\|^2_{L^2(I, L^2)} \leq C \|U(a)\|^2_{L^2(I, V)} \leq \frac{C}{\beta(a)} \left( \|f\|^2_{L^2(I, V')} + \|u_0\|^2_{L^2} \right)^{1/2} \]
\[ \leq \frac{C}{\beta(a)} \left( \|u_0\|^2_{V} + \|f\|^2_{L^2(I, L^2)} \right)^{1/2} \]
\[ \leq C \left( \frac{1 + \|a\|_{W^1_\infty}}{\min(\beta(a), 1)} \right)^4 \left( \|u_0\|^2_{V} + \|f\|^2_{L^2(I, L^2)} \right)^{1/2}. \]
We now estimate \( \| \Delta u(a) \|_{L^2(I, L^2)} \). From the identity (valid in \( L^2(I, L^2(D)) \))

\[
-\Delta u(a) = \frac{1}{a} [a \cdot \nabla u(a) + f - \partial_t u(a)],
\]

and (4.24), (4.25) we obtain that

\[
\| \Delta u(a) \|_{L^2(I, L^2)} \leq \frac{1}{\rho(a)} \left[ \|a\|_{W^1_{\infty}} \|\nabla u(a)\|_{L^2(I, V)} + \|f\|_{L^2(I, L^2)} + \|\partial_t u(a)\|_{L^2(I, L^2)} \right]
\]

\[
\leq C \left[ \left( \frac{1 + \|a\|_{L^2}}{\min(\rho(a), 1)} \right)^4 \left( \|u_0\|_V^2 + \|f\|_{L^2(I, L^2)}^2 \right)^{1/2} \right]
\]

\[
\leq C \left( \frac{1 + \|a\|_{W^1_{\infty}}}{\min(\rho(a), 1)} \right)^5 \left( \|u_0\|_V^2 + \|f\|_{L^2(I, L^2)}^2 \right)^{1/2},
\]

with \( C > 0 \) independent of \( f \) and \( u_0 \). Combining this and (4.24), (4.25), the desired result follows.

**Lemma 4.15.** Assume \( f \in L^2(I, L^2(D)) \) and \( u_0 \in V \). Let \( u(a) \) and \( u(b) \) be the solutions to (4.18) with \( a, b \in W^1_{\infty}(D) \cap O \), respectively. Then we have

\[
\|u(a) - u(b)\|_Z \leq C' \left( \frac{1 + \|a\|_{W^1_{\infty}}}{\min(\rho(a), 1)} \right)^5 \left( \frac{1 + \|b\|_{W^1_{\infty}}}{\min(\rho(b), 1)} \right)^5 \|a - b\|_{W^1_{\infty}},
\]

with \( C' > 0 \) depending on \( f \) and \( u_0 \).

**Proof.** Denote \( w := u(a) - u(b) \). Then \( w \) is the solution to the equation

\[
\begin{cases}
\partial_t w - \text{div} (a \nabla w) = \nabla (a - b) \cdot \nabla u(b) + (a - b) \Delta u(b), \\
w|_{\partial D \times I} = 0, \\
w|_{t=0} = 0.
\end{cases}
\]

(4.26)

Hence

\[
-\Delta w = \frac{1}{a} \left[ \nabla a \cdot \nabla w + \nabla (a - b) \cdot \nabla u(b) + (a - b) \Delta u(b) - \partial_t w \right]
\]

which leads to

\[
\|\Delta w\|_{L^2(I, L^2)} \leq \frac{1}{\rho(a)} \left[ \|a\|_{W^1_{\infty}} \|w\|_{L^2(I, V)} + \|\partial_t w\|_{L^2(I, L^2)} \right]
\]

\[
+ \|a - b\|_{W^1_{\infty}} \left( \|\nabla u(b)\|_{L^2(I, W)}^2 + \|u(b)\|_{L^2(I, V)}^2 \right).
\]

Lemma 4.14 gives that

\[
\|\partial_t w\|_{L^2(I, L^2)} \leq \left( \frac{1 + \|a\|_{W^1_{\infty}}}{\min(\rho(a), 1)} \right)^5 \left( \|\nabla (a - b)\cdot \nabla u(b)\|_{L^2(I, L^2)}^2 + \|(a - b) \Delta u(b)\|_{L^2(I, L^2)}^2 \right)^{1/2}
\]

\[
\leq \left( \frac{1 + \|a\|_{W^1_{\infty}}}{\min(\rho(a), 1)} \right)^5 \|a - b\|_{W^1_{\infty}} \left( \|u(b)\|_{L^2(I, W)}^2 + \|u(b)\|_{L^2(I, V)}^2 \right)^{1/2},
\]
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and
\[ \| \mathcal{U}(b) \|_{L^2(I,W)} + \| \mathcal{U}(b) \|_{L^2(I,V)} \leq C \left( \frac{1 + \| b \|_{W^1_\infty}}{\min(\rho(b), 1)} \right)^5 (\| u_0 \|_V^2 + \| f \|_{L^2(I,L^2)}^2)^{1/2}, \]
which implies
\[
\| a - b \|_{W^1_\infty} (\| \mathcal{U}(b) \|_{L^2(I,W)} + \| \mathcal{U}(b) \|_{L^2(I,V)}) + \| \partial_t w \|_{L^2(I,L^2)} \\
\leq C' \left( \frac{1 + \| a \|_{W^1_\infty}}{\min(\rho(a), 1)} \right)^5 \left( \frac{1 + \| b \|_{W^1_\infty}}{\min(\rho(b), 1)} \right)^5 \| a - b \|_{W^1_\infty},
\]
We also have
\[ \| w \|_{L^2(I,V)} \leq \frac{1}{\beta(a)\beta(b)} \| a - b \|_{L^\infty} \leq C' \left( \frac{1 + \| a \|_{L^\infty}}{\min(\rho(a), 1)} \right)^4 \left( \frac{1 + \| b \|_{L^\infty}}{\min(\rho(b), 1)} \right)^4 \| a - b \|_{W^1_\infty}, \]
see (4.23). Hence
\[ \| \Delta w \|_{L^2(I,L^2)} \leq C' \left( \frac{1 + \| a \|_{W^1_\infty}}{\min(\rho(a), 1)} \right)^5 \left( \frac{1 + \| b \|_{W^1_\infty}}{\min(\rho(b), 1)} \right)^5 \| a - b \|_{W^1_\infty}. \] (4.27)
Since the terms \( \| \partial_t w \|_{L^2(I,L^2)} \) and \( \| w \|_{L^2(I,L^2)} \) are also bounded by the right side of (4.27), we arrive at
\[
\| w \|_Z = \left( \| \Delta w \|_{L^2(I,L^2)}^2 + \| \partial_t w \|_{L^2(I,L^2)}^2 + \| w \|_{L^2(I,L^2)}^2 \right)^{1/2} \\
\leq C' \left( \frac{1 + \| a \|_{W^1_\infty}}{\min(\rho(a), 1)} \right)^5 \left( \frac{1 + \| b \|_{W^1_\infty}}{\min(\rho(b), 1)} \right)^5 \| a - b \|_{W^1_\infty}
\]
which is the claim.

From Lemma 4.15, by the same argument as in the proof of [66, Proposition 4.5] we can verify that the solution map \( a \mapsto \mathcal{U}(a) \) from \( W^1_\infty(D) \cap O \) to \( Z \) is holomorphic. If we assume further that \( (\psi_j)_{j \in \mathbb{N}} \subseteq W^1_\infty(D) \) and with \( b_j := \| \psi_j \|_{W^1_\infty} \), it holds \( b \in \ell^1(\mathbb{N}) \) and all the conditions in Proposition 4.11 are satisfied. Therefore \( u(y) \) is \( (b, \xi, \delta, Z) \)-holomorphic with appropriate \( \xi \) and \( \delta \).

**Remark 4.16.** For \( s > 1 \), let
\[ Z^s := \bigcap_{k=0}^s H^k(I, H^{2s-2k}(D)) \]
with the norm
\[ \| v \|_{Z^s} = \left( \sum_{k=0}^s \left( \frac{\partial^k v}{\partial t^k} \right)^2_{L^2(I, H^{2s-2k})} \right)^{1/2}. \]
Assume that \( a \in W^{2s-1}_\infty(D) \cap O \). At present we do not know whether the solution map \( a \mapsto \mathcal{U}(a) \) from \( W^{2s-1}_\infty(D) \cap O \) to \( Z^s \) is holomorphic. To obtain the holomorphy of the solution map, we need a result similar to that in Lemma 4.15. In order for this to hold, higher-order regularity and compatibility of the data for equation (4.26) is required, i.e,
\[ g_0 = 0 \in V, \quad g_1 = h(0) - Lg_0 \in V, \ldots, g_s = \frac{d^{s-1}h}{dt^{s-1}}(0) - Lg_{s-1} \in V, \]
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where
\[ h = \nabla (a - b) \cdot \nabla U (b) + (a - b) \Delta U (b), \quad L = \partial_t - \text{div} (a \nabla \cdot ). \]

See e.g. [101, Theorem 27.2]. It is known that without such compatibility, the solution will develop spatial singularities at the corners and edges of \( D \), and temporal singularities as \( t \downarrow 0 \); see e.g. [75].

In general the compatibility condition does not hold when we only assume that
\[ u_0 \in H^{2s-1} (D) \cap V \quad \text{and} \quad \frac{d^k f}{dt^k} \in L^2 (I, H^{2s-2k-2} (D)) \]
for \( k = 0, \ldots, s - 1 \).

### 4.3.3 Linear elastostatics with log-Gaussian modulus of elasticity

We illustrate the foregoing abstract setting of Section 4.1 for another class of boundary value problems. In computational mechanics, one is interested in the numerical approximation of deformations of elastic bodies. We refer to e.g. [99] for an accessible exposition of the mathematical foundations and assumptions. In linearized elastostatics one is concerned with small (in a suitable sense, see [99] for details) deformations.

We consider an elastic body occupying the domain \( D \subset \mathbb{R}^d \), \( d = 2, 3 \) (the physically relevant case naturally is \( d = 3 \), we include \( d = 2 \) to cover the so-called model of “plane-strain” which is widely used in engineering, and has governing equations with the same mathematical structure). In the linear theory, small deformations of the elastic body occupying \( D \), subject to, e.g., body forces \( f : D \to \mathbb{R}^d \) such as gravity are modelled in terms of the displacement field \( u : D \to \mathbb{R}^d \), describing the displacement of a material point \( x \in D \) (see [99] for a discussion of axiomatics related to this mathematical concept). Importantly, unlike the scale model problem considered up to this point, modelling now involves vector fields of data (e.g., \( f \)) and solution (i.e., \( u \)).

Governing equations for the mathematical model of linearly elastic deformation, subject to homogeneous Dirichlet boundary conditions on \( \partial D \), read: to find \( u : D \to \mathbb{R}^d \) such that
\[
\text{div} \sigma [u] + f = 0 \quad \text{in } D , \quad u = 0 \quad \text{on } \partial D .
\] 

(4.28)

Here \( \sigma : D \to \mathbb{R}_{\text{sym}}^{d \times d} \) is a symmetric matrix function, the so-called stress tensor. It depends on the displacement field \( u \) via the so-called (linearized) strain tensor \( \epsilon [u] : D \to \mathbb{R}_{\text{sym}}^{d \times d} \), which is given by
\[
\epsilon [u] := \frac{1}{2} \left( \text{grad} u + (\text{grad} u)^T \right) , \quad (\epsilon [u])_{ij} := \frac{1}{2} (\partial_j u_i + \partial_i u_j) , i, j = 1, \ldots, d .
\] 

(4.29)

In the linearized theory, the tensors \( \sigma \) and \( \epsilon \) in (4.28), (4.29) are related by the linear constitutive stress-strain relation ("Hooke’s law")
\[
\sigma = \mathbb{A} \epsilon .
\] 

(4.30)

In (4.30), \( \mathbb{A} \) is a fourth order tensor field, i.e.
\[
\mathbb{A} = \{ A_{ijkl} : i, j, k, l = 1, \ldots, d \},
\]
with certain symmetries that must hold among its \( d^4 \) components independent of the particular material constituting the elastic body (see, e.g., [99] for details). Thus, (4.30) reads in components

\[
A_{ijkl} = \sum_{i', j', k', l'} a_{ijkl} \delta_{i'i'} \delta_{jj'} \delta_{kk'} \delta_{ll'},
\]

where \( a_{ijkl} \) are constants.
as \( \sigma_{ij} = A_{ijkl} \epsilon_{kl} \) with summation over repeated indices implied. Let us now fix \( d = 3 \). Symmetry implies that \( \epsilon \) and \( \sigma \) are characterized by 6 components. If, in addition, the material constituting the elastic body is isotropic, the tensor \( A \) can in fact be characterized by only two independent coefficient functions. We adopt here the Poisson ratio, denoted \( \nu \), and the modulus of elasticity \( E \). With these two parameters, the stress-strain law (4.30) can be expressed in the component form

\[
\begin{pmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{12} \\
\sigma_{13} \\
\sigma_{23}
\end{pmatrix} = \frac{E}{(1 + \nu)(1 - 2\nu)}
\begin{pmatrix}
1 - \nu & \nu & \nu \\
\nu & 1 - \nu & \nu \\
\nu & \nu & 1 - \nu \\
0 & 0 & 1 - 2\nu \\
0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\epsilon_{11} \\
\epsilon_{22} \\
\epsilon_{33} \\
\epsilon_{12} \\
\epsilon_{13} \\
\epsilon_{23}
\end{pmatrix}.
\]

We see from (4.31) that for isotropic elastic materials, the tensor \( A \) is proportional to the modulus \( E > 0 \), with the Poisson ratio \( \nu \in [0, 1/2) \). We remark that for common materials, \( \nu \uparrow 1/2 \) arises in the so-called incompressible limit. In that case, (4.28) can be described by the Stokes equations.

With the constitutive law (4.30), we may cast the governing equation (4.28) into the so-called “primal”, or “displacement-formulation”: find \( u : D \rightarrow \mathbb{R}^d \) such that

\[
-\text{div}(\lambda \epsilon[u]) = f \text{ in } D, \quad u|_{\partial D} = 0.
\]

(4.32)

This form is structurally identical to the scalar diffusion problem (3.1).

Accordingly, we fix \( \nu \in [0, 1/2) \) and model uncertainty in the elastic modulus \( E > 0 \) in (4.31) by a log-Gaussian random field

\[
E(y)(x) := \exp(b(y))(x), \quad x \in D, \quad y \in U.
\]

(4.33)

Here, \( b(y) \) is a Gaussian series representation of the GRF \( b(Y(\omega)) \) as discussed in Section 2.5. The log-Gaussian ansatz \( E = \exp(b) \) ensures

\[
E_{\text{min}}(y) := \inf_{x \in D} E(y)(x) > 0 \quad \gamma\text{-a.e. } y \in U,
\]

i.e., the \( \gamma \)-almost sure positivity of (realizations of) the elastic modulus \( E \). Denoting the \( 3 \times 3 \) matrix relating the stress and strain components in (4.31) also by \( A \) (this slight abuse of notation should, however, not cause confusion in the following), we record that for \( 0 \leq \nu < 1/2 \), the matrix \( A \) is invertible:

\[
A^{-1} = \frac{1}{E}
\begin{pmatrix}
1 & -\nu & -\nu & 0 & 0 & 0 \\
-\nu & 1 & -\nu & 0 & 0 & 0 \\
-\nu & -\nu & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 + \nu & 0 & 0 \\
0 & 0 & 0 & 0 & 1 + \nu & 0 \\
0 & 0 & 0 & 0 & 0 & 1 + \nu
\end{pmatrix}.
\]

(4.34)

It readily follows from this explicit expression that due to

\[
E^{-1}(y)(x) = \exp(-b(y)(x)),
\]

by the Gerschgorin theorem invertibility holds for \( \gamma\text{-a.e. } y \in U \). Also, the components of \( A^{-1} \) are GRFs (which are, however, fully correlated for deterministic \( \nu \)).
Occasionally, instead of the constants $E$ and $\nu$, one finds the (equivalent) so-called Lamé-constants $\lambda$, $\mu$. They are related to $E$ and $\nu$ by

$$
\lambda = \frac{E\nu}{(1+\nu)(1-2\nu)}, \quad \mu = \frac{E}{2(1+\nu)}.
$$

(4.35)

For GRF models (4.33) of $E$, (4.35) shows that for each fixed $\nu \in (0, 1/2)$, also the Lamé-constants are GRFs which are fully correlated. This implies, in particular, that “large” realizations of the GRF (4.33) do not cause so-called “volume locking” in the equilibrium equation (4.28): this effect is related to the elastic material described by the constitutive equation (4.30) being nearly incompressible. Incompressibility here arises as either $\nu \uparrow 1/2$ at fixed $E$ or, equivalently, as $\lambda \to \infty$ at fixed $\mu$.

Parametric weak solutions of (4.32) with (4.33) are within the scope of the abstract theory developed up to this point. To see this, we provide a variational formulation of (4.32). Assuming for convenience homogeneous Dirichlet boundary conditions, we multiply (4.32) by a test displacement field $v \in X := V^d$ with $V := H^1_0(D)$, and integrate by parts, to obtain the weak formulation: find $u \in X$ such that, for all $v \in X$ holds (in the matrix-vector notation (4.31))

$$
\int_D \epsilon[v] \cdot A \epsilon[u] \, dx = 2\mu(\epsilon[u], \epsilon[v]) + \lambda(\text{div } u, \text{div } v) = (f, v). \tag{4.36}
$$

The variational form (4.36) suggests that, as $\lambda \to \infty$ for fixed $\mu$, the “volume-preservation” constraint $\|\text{div } u\|_{L^2} = 0$ is imposed for $v = u$ in (4.36).

Unique solvability of (4.36) follows upon verifying coercivity of the corresponding bilinear form on the left-hand side of (4.36). It follows from (4.31) and (4.34) that

$$
\forall v \in H^1(D)^d : \quad E_{c_{\min}}(\nu)\|v\|^2_{L^2} \leq \int_D \epsilon[v] \cdot A \epsilon[v] \, dx \leq E_{c_{\max}}(\nu)\|v\|^2_{L^2}.
$$

Here, the constants $c_{\min}, c_{\max}$ are positive and bounded for $0 < \nu < 1/2$ and independent of $E$.

For the log-Gaussian model (4.33) of the elastic modulus $E$, the relations (4.35) show in particular, that the volume-locking effect arises as in the deterministic setting only if $\nu \simeq 1/2$, independent of the realization of $E(y)$. Let us consider well-posedness of the variational formulation (4.36), for log-Gaussian, parametric elastic modulus $E(y)$ as in (4.33). To this end, with $A_1$ denoting the matrix $A$ in (4.31) with $E = 1$, we introduce in (4.36) the parametric bilinear forms

$$
b(u, v; y) := E(y)\int_D \epsilon[u] \cdot A_1 \epsilon[u] \, dx = \frac{E(y)}{1+\nu} \left((\epsilon[u], \epsilon[v]) + \frac{\nu}{1-2\nu}(\text{div } u, \text{div } v)\right).
$$

Let us verify continuity and coercivity of the parametric bilinear forms

$$
\{b(\cdot, \cdot; y) : X \times X \to \mathbb{R} : y \in U\}, \tag{4.37}
$$

where recall, $U := \mathbb{R}^\infty$. With $A_1$ as defined above, we write for arbitrary $v \in X = H^1_0(D)^d$, $d = 2, 3,$
and for all $y \in U_0 \subset U$ where the set $U_0$ is as in (3.21),

$$b(v, v; y) = \int_D e[v] \cdot (A e[v]) \, dx = \int_D E(y) (e[v] \cdot (A_1 e[v])) \, dx \geq c(\nu) \int_D \|e[v]\|^2 \, dx \geq c(\nu) \exp(-\|b(y)\|_{L^\infty}) \int_D \|e[v]\|^2 \, dx \geq \frac{c(\nu)}{2} a_{\min}(y) \|v\|^2_{H^1} \geq C_P \frac{c(\nu)}{2} a_{\min}(y) \|v\|^2_{H^1}.$$  

Here, in the last two steps we employed the first Korn’s inequality, and the Poincaré inequality, respectively. The lower bound $E(y) \geq \exp(-\|b(y)\|_{L^\infty})$ is identical to (3.20) in the scalar diffusion problem.

In a similar fashion, continuity of the bilinear forms (4.37) may be established: there holds,

$$\forall u, v \in X, \forall y \in U_0: \quad |b(u, v; y)| \leq c'(\nu) \exp(\|b(y)\|_{L^\infty}) \|u\|_{H^1} \|v\|_{H^1}.$$  

With continuity and coercivity of the parametric forms (4.37) verified for $y \in U_0$, the Lax-Milgram lemma ensures for given $f \in L^2(D)$ the existence of the parametric solution family

$$\{u(y) \in X : b(u, v; y) = (f, v) \forall v \in X, y \in U_0\}.$$  

(4.38)

**Proposition 4.17.** Under Assumption 3.6, $\gamma(U_0) = 1$. For all $k \in \mathbb{N}$ there holds, with $\mathbb{E}(\cdot)$ denoting expectation with respect to $\gamma$,

$$\mathbb{E}(\exp(k\|b(\cdot)\|_{L^\infty})) < \infty.$$  

The parametric solution family (4.38) of the parametric elliptic boundary value problem (4.36) with log-Gaussian modulus $E(y)$ as in (4.33) is in $L^k(U, V; \gamma)$ for every finite $k \in \mathbb{N}$.

For the parametric solution family (4.38), analytic continuations into complex parameter domains, and parametric regularity results may be developed in analogy to the development in Sections 3.7 and 3.8. The key result for bootstrapping to higher order regularity is, in the case of smooth boundaries $\partial D$, classical elliptic regularity for linear, Agmon-Douglis-Nirenberg elliptic systems which comprise (4.32). In the polygonal (for $d = 2$) or polyhedral ($d = 3$) case, weighted regularity shifts in Kondrat’ev type spaces are available in [57, Theorem 5.2] (for $d = 2$) and in [95] (for both, $d = 2, 3$).

**4.3.4 Maxwell equations with log-Gaussian permittivity**

Similar models are available for time-harmonic, electromagnetic waves in dielectric media with uncertain conductivity. We refer to [71], where log-Gaussian models are employed. There, also the parametric regularity analysis of the parametric electric and magnetic fields is discussed, albeit by real-variable methods. The setting in [71] is, however, so that the presently developed, complex variable methods can be brought to bear on it. We refrain from developing the details.
5 Parametric posterior analyticity and sparsity in BIPs

We have investigated the parametric regularity of the forward solution maps of linear PDEs with uncertain parametric inputs which typically arise from GRF models for these inputs. We have provided an analysis of parametric holomorphy and of sparsity in Wiener-Hermite PC expansions of the corresponding parametric solution families.

We now explore this notion of parametric holomorphy in the context of BIPs for these PDEs. For these PDEs we adopt the Bayesian setting as outlined e.g. in [43] and the references there. This Bayesian setting is briefly recapitulated in Section 5.1. With a suitable version of Bayes’ theorem, the main result is a (short) proof of parametric \((b, \xi, \delta, \mathbb{C})\)-holomorphy of the Bayesian posterior density for unbounded parameter ranges. This implies summability rates of Wiener-Hermite PC expansion coefficients in Wiener-Hermite PC expansions of the Bayesian posterior density, which can be leveraged to obtain higher-order approximation rates that are free from the curse of dimensionality for various deterministic approximation methods of the Bayesian expectations, for several classes of function space priors modelled by product measures on the parameter sequences \(y\). In particular, the construction of Gaussian priors described in Section 2.2 is applicable. We remark that in [90] holomorphy for a bounded parameter domain (in connection with uniform prior measure) has been addressed by complex variable arguments in the same fashion. We remark that in [88], MC and QMC integration has been analyzed by real-variable arguments for such Gaussian priors. In [61], corresponding results have been obtain also for so-called Besov priors, again by real-variable arguments for the parametric posterior. Since the presently developed, quantified parametric holomorphy results are independent of the particular measure placed upon the parameter domain \(\mathbb{R}^\infty\).

The sparsity and approximation rate bounds for the parametric, deterministic posterior densities will imply approximate rate bounds also for prior constructions beyond the Gaussian ones.

5.1 Formulation and well-posedness

With \(E\) and \(X\) denoting separable Banach and Hilbert spaces over \(\mathbb{C}\), respectively, we consider a forward solution map \(\mathcal{U} : E \to X\) and an observation map \(\mathcal{O} : X \to \mathbb{R}^m\). In the context of the previous sections, \(\mathcal{U}\) could denote again the map which, associates a diffusion coefficient \(a \in E := L^\infty(D; \mathbb{C})\), returns the solution \(\mathcal{U}(a) \in X := H^1_0(D; \mathbb{C})\) of (5.7). We assume these maps to be Borel measurable.

The inverse problem consists in determining the (expected value of an) uncertain input datum \(a \in E\) from noisy observation data \(d \in \mathbb{R}^m\). Here, the observation noise \(\eta \in \mathbb{R}^m\) is assumed additive centered Gaussian, i.e. the observation data \(d\) for input \(a\) is

\[d = \mathcal{O} \circ \mathcal{U}(a) + \eta,\]

where \(\eta \sim \mathcal{N}(0, \Gamma)\). We assume the observation noise covariance \(\Gamma \in \mathbb{R}^{m \times m}\) is symmetric positive definite.

In the so-called Bayesian setting of the inverse problem, one assumes that the uncertain input \(a\) is modelled as random variable which is distributed according to a prior measure \(\pi_0\) on \(E\). Then, under suitable conditions, which are made precise in Theorem 5.2 below, the posterior distribution \(\pi(\cdot|d)\) on the conditioned random variable \(\mathcal{U}(d)\) is absolutely continuous w.r. to the prior measure \(\pi_0\) on \(E\) and there holds Bayes’ theorem in the form

\[
\frac{d\pi(\cdot|d)}{d\pi_0}(a) = \frac{1}{Z} \Theta(a).
\]
In (5.1), the posterior density $\Theta$ and the normalization constant $Z$ are given by

$$\Theta(a) = \exp(-\Phi(d; a)),$$

$$\Phi(d; a) = \frac{1}{2} \| \Gamma^{-1/2}(d - \mathcal{O}(U(a))) \|_2^2,$$

$$Z = E_{\pi_0}[\Theta(\cdot)].$$

(5.2)

Additional conditions ensure that the posterior measure $\pi(\cdot|d)$ is well-defined and that (5.1) holds according to the following result from [43].

**Proposition 5.1.** Assume that $\mathcal{O} \circ U : E \to \mathbb{R}^m$ is continuous and that $\pi_0(E) = 1$. Then the posterior $\pi(\cdot|d)$ is absolutely continuous with respect to $\pi_0$, and (5.2) holds.

The condition $\pi_0(E) = 1$ can in fact be weakened to $\pi_0(E) > 0$ (e.g. [43, Theorem 3.4]).

The solution of the BIP amounts to the evaluation of the posterior expectation $E\mu_d[\cdot]$ of a continuous linear map $\phi : X \to H$ of the map $U(a)$, where $H$ is a suitable Hilbert space over $\mathbb{C}$. Solving the Bayesian inverse problem is thus closely related to the numerical approximation of the posterior expectation $E\pi(\cdot|d)[\phi(U(a))] \in H$.

(5.3)

For computational purposes, and to facilitate Wiener-Hermite PC approximation of the density $\Theta$ in (5.1), one parametrizes the input data $a = a(y) \in E$ by a Gaussian series as discussed in Section 2.5. Inserting into $\Theta(a)$ in (5.1), (5.2) this results in a countably-parametric density $U \ni y \mapsto \Theta(a(y))$, for $y \in U = \mathbb{R}^\infty$, and the Gaussian reference measure $\pi_0$ on $E$ in (5.1) is pushed forward into a countable Gaussian product measure on $U$: using (5.1) and choosing a Gaussian prior (e.g. [43, Section 2.4] or [61, 79])

$$\pi_0 = \gamma = \bigotimes_{j \in \mathbb{N}} d\gamma(y_j)$$

on $U$, the Bayesian estimate, i.e. the posterior expectation, can then be written as a (countably) iterated integral [90, 43, 88] with respect to the product GM $\gamma$, i.e.

$$E_{\pi(d)}[\phi(U(a(\cdot)))] = \frac{1}{Z} \int_U \phi(U(a(y)))\Theta(a(y)) \, d\gamma(y) \in H, \quad Z = \int_U \Theta(a(y)) \, d\gamma(y) \in \mathbb{R}.$$  

(5.3)

The parametric density $U \to \mathbb{R}$ in (5.3) which arises in Bayesian PDE inversion under Gaussian prior and also under more general, so-called Besov prior measures on $U$, see e.g. [43, Section 2.3], [61]. The parametric density

$$y \mapsto \phi(U(a(y)))\Theta(a(y)),$$

inherits sparsity from the forward map $y \mapsto U(a(y))$, which sparsity is expressed as before in terms of summability properties of Wiener-Hermite PC expansion coefficients. We employ the parametric holomorphy of the forward map $a \mapsto U(a)$ to quantify the sparsity of the posterior density $\Theta(a(y))$.

### 5.2 Posterior parametric holomorphy

With a Gaussian series in the data space $V$, for the resulting parametric data-to-solution map

$$u : U \to X : y \mapsto U(a(y)),$$

we now prove that under certain conditions both, the corresponding parametric posterior density

$$y \mapsto \exp \left( - (d - \mathcal{O}(u(y)))^\top \Gamma^{-1}(d - \mathcal{O}(u(y))) \right)$$

(5.4)
in (5.2), and the integrand
\[ y \mapsto \phi(u(y)) \exp \left( -(\mathbf{d} - \mathcal{O}(u(y)))^\top \Gamma^{-1}(\mathbf{d} - \mathcal{O}(u(y))) \right) \] (5.5)
in (5.3) are \((b, \xi, \delta, \mathbb{C})\)-holomorphic and \((b, \xi, \delta, \mathcal{O})\)-holomorphic, respectively.

**Theorem 5.2.** Let \( r > 0 \). Assume that the map \( u : U \to X \) is \((b, \xi, \delta, X)\)-holomorphic with constant functions \( \varphi_N \equiv r, N \in \mathbb{N} \), in Definition 4.1. Let the observation noise covariance matrix \( \Gamma \in \mathbb{R}^{m \times m} \) be symmetric positive definite.

Then, for any bounded linear quantity of interest \( \phi \in L(X, Q) \), and for any observable \( \mathcal{O} \in (X')^m \) with arbitrary, finite \( m \), the function in (5.4) is \((b, \xi, \delta, \mathbb{C})\)-holomorphic and the function in (5.5) is \((b, \xi, \delta, \mathcal{O})\)-holomorphic.

**Proof.** We only show the statement for the parametric integrand in (5.5), as the argument for the posterior density in (5.4) is completely analogous.

Consider the map
\[ \Xi : \{ v \in X : \| v \|_X \leq r \} \to Q : v \mapsto \phi(v) \exp(-(\mathbf{d} - \mathcal{O}(v))^\top \Gamma^{-1}(\mathbf{d} - \mathcal{O}(v))). \]
This function is well-defined. We have \( |\mathcal{O}(v)| \leq \|\mathcal{O}\|_X r \) and \( |\phi(v)| \leq \|\phi\|_{L(X, Q)} r \) for all \( v \in X \) with \( \|v\|_X \leq r \). Since \( \exp : \mathbb{C} \to \mathbb{C} \) is Lipschitz continuous on compact subsets of \( \mathbb{C} \) and since \( \phi \in L(X; Q) \) is bounded linear map (and thus Lipschitz continuous), we find that
\[ \sup_{\|v\|_X \leq r} \|\Xi(v)\|_Q =: \tilde{r} < \infty \]
and that
\[ \Xi : \{ v \in X : \| v \|_X \leq r \} \to \mathbb{C} \]
is Lipschitz continuous with some Lipschitz constant \( L > 0 \).

Let us recall that the \((b, \xi, \delta, X)\)-holomorphy of \( u : U \to X \), implies the existence of (continuous) functions \( u_N \in L^2(\mathbb{R}^N, X; \gamma_N) \) such that with \( \tilde{u}_N(y) = u_N(y_1, \ldots, y_N) \) it holds \( \lim_{N \to \infty} \tilde{u}_N = u \) in the sense of \( L^2(U, X; \gamma) \). Furthermore, if
\[ \sum_{j=1}^N b_j \varrho_j \leq \delta \]
(i.e. \( \varrho = (\varrho_j)_{j=1}^N \) is \((b, \xi)\)-admissible in the sense of Definition 4.1), then \( u_N \) allows a holomorphic extension
\[ u_N : \mathcal{S}_\varrho \to X \]
such that for all \( y \in \mathbb{R}^N \)
\[ \sup_{z \in \mathcal{B}_\varrho} \|u_N(y + z)\|_X \leq \varphi_N(y) = r \quad \forall y \in \mathbb{R}^N, \] (5.6)
see (4.1) for the definition of \( \mathcal{S}_\varrho \) and \( \mathcal{B}_\varrho \).

We want to show that \( f(y) := \Xi(u(y)) \) is well-defined in \( L^2(U, Q; \gamma) \), and given as the limit of the functions
\[ \tilde{f}_N(y) = f_N((y_j)_{j=1}^N) \]
for all \( y \in U \) and \( N \in \mathbb{N} \), where

\[
f_N(\{(y_j)_{j=1}^N\}) = \Xi(u_N(\{(y_j)_{j=1}^N\})).
\]

Note at first that \( f_N : \mathbb{R}^N \to \mathbb{Q} \) is well-defined. In the case

\[
\sum_{j=1}^N b_j \theta_j \leq \delta,
\]

\( f_N \) allows a holomorphic extension \( f_N : S_\theta \to X \) given through \( \Xi \circ u_N \). Using (5.6), this extension satisfies for any \( N \in \mathbb{N} \) and any \((b, \xi)\)-admissible \( \varrho \in (0, \infty)^N \)

\[
\sup_{z \in B_\varrho} |f_N(y + z)| \leq \sup_{\|v\|_X \leq r} |\Xi(v)| = \tilde{r} \quad \forall y \in \mathbb{R}^N.
\]

This shows assumptions (i)-(ii) of Definition 4.1 for \( f_N : \mathbb{R}^N \to \mathbb{Q} \).

Finally we show assumption (iii) of Definition 4.1. By assumption it holds \( \lim_{N \to \infty} \tilde{u}_N = u \) in the sense of \( L^2(U, X; \gamma) \). Thus for \( f = \Xi \circ u \) and with \( f_N = \Xi \circ u_N \)

\[
\int_U \|f(y) - f_N(y)\|^2_Q \, d\gamma(y) = \int_U \|\Xi(u(y)) - \Xi(u_N(y))\|^2_Q \, d\gamma(y) 
\leq L^2 \int_U \|u(y) - u_N(y)\|^2_X \, d\gamma(y),
\]

which tends to 0 as \( N \to \infty \). Here we used that \( L \) is a Lipschitz constant of \( \Xi \). \( \square \)

Let us now discuss which functions satisfy the requirements of Theorem 5.2. Additional to \((b, \xi, \delta, X)\)-holomorphy, we had to assume boundedness of the holomorphic extensions in Definition 4.1. For functions of the type as in Proposition 4.11

\[
u(y) = \lim_{N \to \infty} \mathcal{U} \left( \exp \left( \sum_{j=1}^N y_j \psi_j \right) \right),
\]

the following result gives sufficient conditions such that the assumptions of Theorem 5.2 are satisfied for the forward map.

**Corollary 5.3.** Assume that \( \mathcal{U} : O \to X \) and \((\psi_j)_{j \in \mathbb{N}} \subset E \) satisfy Assumptions (i), (iii) and (iv) of Proposition 4.11 and additionally for some \( r > 0 \)

(i) \( \|\mathcal{U}(a)\|_X \leq r \) for all \( a \in O \).

Then

\[
u(y) = \lim_{N \to \infty} \mathcal{U} \left( \exp \left( \sum_{j=1}^N y_j \psi_j \right) \right) \in L^2(U, X; \gamma)
\]

is \((b, \xi, \delta, X)\)-holomorphic with constant functions \( \varphi_N \equiv r, N \in \mathbb{N} \), in Definition 4.1.

**Proof.** By Proposition 4.11, \( u \) is \((b, \xi, \delta, X)\)-holomorphic. Recalling the construction of \( \varphi_N : \mathbb{R}^N \to \mathbb{R} \) in Step 3 of the proof of Proposition 4.11, we observe that \( \varphi_N \) can be chosen as \( \varphi_N \equiv r \). \( \square \)
5.3 Example: Parametric diffusion coefficient

We revisit the example of the diffusion equation with parametric log-Gaussian coefficient as introduced in Section 2.5, and used in Section 3.5, 4.3.1. With the Lipschitz continuity of the data-to-solution map established in Section 4.3.1, we verify the well-posedness of the corresponding BIP.

We fix the dimension \( d \in \mathbb{N} \) of the physical domain \( D \subseteq \mathbb{R}^d \), being a bounded Lipschitz domain, and choose \( E = L^\infty(D; \mathbb{C}) \) and \( X = H^1_0(D; \mathbb{C}) \). We assume that \( f \in X' \) and \( a_0 \in E \) with
\[
\rho(a_0) > 0.
\]

For
\[ a \in O := \{ a \in E : \rho(a) > 0 \}, \]
let \( U(a) \) be the solution to the equation
\[
-\operatorname{div}((a_0 + a) \nabla U(a)) = f \quad \text{in } D, \quad U(a) = 0 \quad \text{on } \partial D, \tag{5.7}
\]
for some fixed \( f \in X' \).

Due to
\[
\rho(a_0 + a) \geq \rho(a_0) > 0,
\]
for every \( a \in O \), as in (4.15) we find that \( U(a) \) is well-defined and it holds
\[
\|U(a)\|_X \leq \frac{\|f\|_{X'}}{\rho(a_0)} =: r \quad \forall a \in O.
\]

This shows assumption (ii) in Corollary 5.3. Slightly adjusting the arguments in Section 4.3.1 one observes that \( U : O \to X \) satisfies assumptions (i) and (iii) in Proposition 4.11. Fix a representation system \((\psi_j)_{j \in \mathbb{N}} \subseteq V\) such that with \( b_j := \|\psi_j\|_E \) it holds \((b_j)_{j \in \mathbb{N}} \in \ell^1(\mathbb{N})\). Then Corollary 5.3 implies that the forward map
\[
u(y) = \lim_{N \to \infty} U\left( \exp \left( \sum_{j=1}^N y_j \psi_j \right) \right)
\]
satisfies the assumptions of Theorem 5.2. Theorem 5.2 in turn implies that the posterior density for this model is \((b, \xi, \delta, X)\)-holomorphic. We shall prove in Section 6 that sparse-grid quadratures can be constructed which achieve higher order convergence for the integrands in (5.4) and (5.5), with the convergence rate being a decreasing function of \( p \in (0, 4/5) \) such that \( b \in \ell^p(\mathbb{N}) \), see Theorem 6.13. Furthermore, Corollary 4.9 implies certain summability estimates for the Wiener-Hermite PC expansion coefficients of the parametric maps in (5.4) and (5.5).
6 Interpolation and quadrature

In Section 4 we have obtained summability results for the norms of the Wiener-Hermite PC expansion coefficients of \( (b, \xi, \delta, X) \)-holomorphic functions. In Section 4.2 and 5 we saw that solutions to certain parametric PDEs as well as posterior densities satisfy \( (b, \xi, \delta, X) \)-holomorphy. As is well-known, summability of the PC expansion coefficients entails algebraic convergence rates for truncated PC expansions. We shall show in this section, that these convergence rates can be algorithmically realized by sparse multivariate Lagrangian interpolation and quadrature. Using ideas from [40, 105], we show an improved quadrature convergence rate.

6.1 Smolyak interpolation and quadrature

6.1.1 Interpolation

For every \( n \in \mathbb{N}_0 \) denote by \( (\chi_{n,j})_{j=0}^n \subseteq \mathbb{R} \) the Gauss-Hermite points in one dimension (in particular, \( \chi_{0,0} = 0 \)), that is, the roots of Hermite polynomial \( H_{n+1} \). Let

\[
I_n : C^0(\mathbb{R}) \to C^0(\mathbb{R})
\]

be the univariate polynomial interpolation operator defined by

\[
(I_n u)(y) := \sum_{j=0}^{n} u(\chi_{n,j}) \prod_{i=0}^{j} \frac{y - \chi_{n,i}}{\chi_{n,j} - \chi_{n,i}}, \quad y \in \mathbb{R},
\]

with convention that \( I_{-1} : C^0(\mathbb{R}) \to C^0(\mathbb{R}) \) is defined as the constant 0 operator.

For any multi-index \( \nu \in \mathcal{F} \), introduce the tensorized operators \( I_\nu \) by

\[
I_0 u := u((\chi_{0,0})_{j \in \mathbb{N}}),
\]

and for \( \nu \neq 0 \) via

\[
I_\nu := \bigotimes_{j \in \mathbb{N}} I_{\nu_j}, \quad (6.1)
\]

i.e.,

\[
I_\nu u(y) = \sum_{\{\mu \in \mathcal{F} : \mu \leq \nu\}} u((\chi_{\nu_j, \mu_j})_{j \in \mathbb{N}}) \prod_{j \in \mathbb{N}} \prod_{i=0}^{\nu_j} \frac{y_j - \chi_{\nu_j,i}}{\chi_{\nu_j, \mu_j} - \chi_{\nu_j,i}}, \quad y \in U.
\]

The operator \( I_\nu \) can thus be applied to functions \( u \) which are pointwise defined at each \( (\chi_{\nu_j, \mu_j})_{j \in \mathbb{N}} \in U \). Via Remark. 4.4, we can apply it in particular to \( (b, \xi, \delta, X) \)-holomorphic functions. Observe that the product over \( j \in \mathbb{N} \) in (6.1) is a finite product, since for every \( j \) with \( \nu_j = 0 \), the inner product over \( i \in \{0, \ldots, \mu_j - 1, \mu_j + 1, \ldots, \nu_j\} \) is over an empty set, and therefore equal to one by convention. Then for a finite set \( \Lambda \subseteq \mathcal{F} \)

\[
I_\Lambda := \sum_{\nu \in \Lambda} \bigotimes_{j \in \mathbb{N}} (I_{\nu_j} - I_{\nu_j-1}). \quad (6.2)
\]

Expanding all tensor product operators, we get

\[
I_\Lambda = \sum_{\nu \in \Lambda} \sigma_{\Lambda, \nu} I_\nu \quad \text{where} \quad \sigma_{\Lambda, \nu} := \sum_{\{e \in \{0,1\}^\infty : \nu + e \in \Lambda\}} (-1)^{|e|}. \quad (6.3)
\]
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Definition 6.1. An index set $\Lambda \subseteq \mathcal{F}$ is called downward closed, if it is finite and if for every $\nu \in \Lambda$ it holds $\mu \in \Lambda$ whenever $\mu \leq \nu$. Here, the ordering "$\leq$" between two indices $\mu = (\mu_j)_{j \in \mathbb{N}}$ and $\nu = (\nu_j)_{j \in \mathbb{N}}$ in $\mathcal{F}$ expresses that for all $j \in \mathbb{N}$ holds $\mu_j \leq \nu_j$ with strict inequality for at least one index $j$.

As is well-known, $I_\Lambda$ possesses the following crucial property, see for example [102, Lemma 1.3.3].

Lemma 6.2. Let $\Lambda \subseteq \mathcal{F}$ be downward closed. Then $I_\Lambda f = f$ for all $f \in \text{span}\{y^\nu : \nu \in \Lambda\}$.

The reason to choose the collocation points $(\chi_{n,j})_{j=0}^n$ as the Gauss-Hermite points, is that it was recently shown that the interpolation operators $I_n$ then satisfy the following stability estimate, see [47, Lemma 3.13].

Lemma 6.3. For every $n \in \mathbb{N}_0$ and every $m \in \mathbb{N}$ it holds

$$\|I_n(H_m)\|_{L^2(\mathbb{R};\gamma_1)} \leq 4\sqrt{2m-1}.$$ 

With the presently adopted normalization of the GM $\gamma_1$, it holds $H_0 \equiv 1$ and therefore $I_n(H_0) = H_0$ for all $n \in \mathbb{N}_0$ (since the interpolation operator $I_n$ exactly reproduces all polynomials of degree $n \in \mathbb{N}_0$). Hence

$$\|I_n(H_0)\|_{L^2(\mathbb{R};\gamma_1)} = \|H_0\|_{L^2(\mathbb{R};\gamma_1)} = 1$$

for all $n \in \mathbb{N}_0$. Noting that $4\sqrt{2m-1} \leq (1 + m)^2$ for all $m \in \mathbb{N}$, we get

$$\|I_n(H_m)\|_{L^2(\mathbb{R};\gamma_1)} \leq (1 + m)^2 \quad \forall n, m \in \mathbb{N}_0.$$ 

Consequently

$$\|I^\nu(H_\mu)\|_{L^2(\mathbb{U};\gamma)} = \prod_{j \in \mathbb{N}} \|I_{\nu_j}(H_{\mu_j})\|_{L^2(\mathbb{R};\gamma_1)} \leq \prod_{j \in \mathbb{N}} (1 + \mu_j)^2 \quad \forall \nu, \mu \in \mathcal{F}. \quad (6.4)$$

For $\nu \in \mathcal{F}$ and $\tau \geq 0$ we denote

$$p_\nu(\tau) := \prod_{j \in \mathbb{N}} (1 + \nu_j)^\tau.$$ 

If $\nu_j > \mu_j$ then $(I_{\nu_j} - I_{\nu_j-1})H_{\mu_j} = 0$. Thus,

$$\bigotimes_{j \in \mathbb{N}} (I_{\nu_j} - I_{\nu_j-1})H_\mu = 0,$$

whenever there exists $j \in \mathbb{N}$ such that $\nu_j > \mu_j$. Hence, for any downward closed set $\Lambda$, it holds

$$\|I_\Lambda(H_\mu)\|_{L^2(\mathbb{U};\gamma)} \leq p_\mu(3). \quad (6.5)$$

Indeed,

$$\|I_\Lambda(H_\mu)\|_{L^2(\mathbb{U};\gamma)} \leq \sum_{\{\nu \in \Lambda : \nu \leq \mu\}} p_\mu(2) \leq |\{\nu \in \Lambda : \nu \leq \mu\}|p_\mu(2) = \prod_{j \in \mathbb{N}} (1 + \mu_j)p_\mu(2) = p_\mu(3).$$
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6.1.2 Quadrature

Let again \((\chi_{n,j})_{j=0}^{n} \subseteq \mathbb{R}\) be the Gauss-Hermite points in one dimension. Analogous to \(I_n\) we introduce univariate polynomial quadrature operators via

\[
Q_n u := \sum_{j=0}^{n} u(\chi_{n,j}) \omega_{n,j}, \quad \omega_{n,j} := \int_{\mathbb{R}} \prod_{i \neq j} \frac{y - \chi_{n,i}}{\chi_{n,j} - \chi_{n,i}} \, d\gamma_1(y).
\]

Furthermore, we define

\[
Q_0 u := u((\chi_{0,0})_{j \in \mathbb{N}}),
\]

and for \(\nu \neq 0\),

\[
Q_\nu := \prod_{j \in \mathbb{N}} Q_{\nu_j},
\]

i.e.,

\[
Q_\nu u = \sum_{\{\mu \in F : \mu \leq \nu\}} u((\chi_{\nu_j, \mu_j})_{j \in \mathbb{N}}) \prod_{j \in \mathbb{N}} \omega_{\nu_j, \mu_j},
\]

and finally for a finite downward closed \(\Lambda \subseteq F\) with \(\sigma_{\Lambda, \nu}\) as in (6.3),

\[
Q_\Lambda := \sum_{\nu \in \Lambda} \sigma_{\Lambda, \nu} Q_\nu.
\]

Again we emphasize that the above formulas are meaningful as long as point evaluations of \(u\) at each \((\chi_{\nu_j, \mu_j})_{j \in \mathbb{N}}\) are well defined, \(\nu \in F, \mu \leq \nu\). Also note that

\[
Q_\Lambda f = \int_U I_\Lambda f(y) \, d\gamma(y).
\]

Let the set \(F_2\) be defined by

\[
F_2 := \{\nu \in F : \nu_j \neq 1 \forall j\}.
\]

We thus have \(F_2 \subset F\). Similar to Lemma 6.2 we have the following lemma, which can be proven completely analogous to [102, Lemma 1.3.16] (also see [105, Remark 4.2]).

**Lemma 6.4.** Let \(\Lambda \subseteq F\) be downward closed. Then

\[
Q_\Lambda v = \int_U v(y) \, d\gamma(y)
\]

for all \(v \in \text{span}\{y^\nu : \nu \in \Lambda \cup (F\setminus F_2)\}\).

With (6.4) it holds

\[
|Q_\nu(H_\mu)| = \left| \int_U I_\nu(H_\mu)(y) \, d\gamma(y) \right| \leq \|I_\nu(H_\mu)\|_{L^2(U; \gamma)} \leq \prod_{j \in \mathbb{N}} (1 + \mu_j)^2 \quad \forall \nu, \mu \in F,
\]

and similarly, using (6.5)

\[
|Q_\Lambda(H_\mu)| \leq p_\mu(3).
\]

(6.7)
6.2 Multiindex sets

In Section 4, we showed weighted summability of the Wiener-Hermite PC expansion coefficients \((u_\nu)_{\nu \in F}\), namely
\[
\sum_{\nu \in F} \beta_\nu(r, \varrho) \|u_\nu\|_X^2 < \infty
\]  
(6.8)
with \(\beta_\nu(r, \varrho)\) as in (3.36) and some sequence \(\varrho\). The goal of this section is to construct a (new) weight family \((c_\nu)_{\nu \in F}\) based on \((\beta_\nu(r, \varrho))_{\nu \in F}\), such that (a variant of) (6.8) holds with \(\beta_\nu(r, \varrho)\) replaced by \(c_\nu\). Once a suitable family \((c_\nu)_{\nu \in F}\) has been identified, we obtain a multiindex set \(\Lambda_\varepsilon \subseteq F\) for \(\varepsilon > 0\) via
\[
\Lambda_\varepsilon := \{ \nu \in F : c_\nu^{-1} \geq \varepsilon \},
\]  
(6.9)
The set \(\Lambda_\varepsilon\) will then serve as an index set to define interpolation operators \(I_{\Lambda_\varepsilon}\) and \(Q_{\Lambda_\varepsilon}\). As \((c_\nu)_{\nu \in F}\) is used to construct sets of multiindices, it should possess certain features, including each \(c_\nu\) to be easily computable for \(\nu \in F\), and the resulting numerical algorithm to be efficient.

We proceed as follows. First we recall arguments from [40, 105] which allow to bound the number of required function evaluations of the interpolation an quadrature algorithm. Subsequently, a construction of a suitable family \((c_k, \nu)_{\nu \in F}\) is provided for \(k \in \{1, 2\}\). The index \(k\) determines whether the family will be used for a sparse grid interpolation \((k = 1)\) or a Smolyak-type sparse quadrature \((k = 2)\) algorithm. Finally, it is shown that the multiindex sets \(\Lambda_{k, \varepsilon}\) as in (6.9) based on \((c_k, \nu)_{\nu \in F}\), guarantee algebraic convergence rates for certain truncated Wiener-Hermite PC expansions. This will be exploited to verify convergence rates for interpolation in Section 6.3 and for quadrature in Section 6.4.

6.2.1 Number of function evaluations

In order to obtain a convergence rate in terms of the number of evaluations of \(u\), we need to determine the number of interpolation points used by the operator \(I_\Lambda\) or \(Q_\Lambda\). Since the discussion of \(Q_\Lambda\) is very similar, we concentrate here on \(I_\Lambda\).

Computing the interpolant \(I_\nu u\) in (6.1) requires knowledge of the function values of \(u\) at each point in
\[
\{(\chi_{\nu_j, \mu_j})_{j \in \mathbb{N}} : \mu \leq \nu \}. 
\]
The cardinality of this set is bounded by \(\prod_{j \in \mathbb{N}} (1 + \nu_j) = p_\nu(1)\). Denote by
\[
\text{pts}(\Lambda) := \{(\chi_{\nu_j, \mu_j})_{j \in \mathbb{N}} : \mu \leq \nu, \nu \in \Lambda \}
\]  
(6.10)
the set of interpolation points defining the interpolation operator \(I_\Lambda\) (i.e., \(|\text{pts}(\Lambda)|\) is the number of function evaluations of \(u\) required to compute \(I_\Lambda u\)). By (6.3) we obtain the bound
\[
|\text{pts}(\Lambda)| \leq \sum_{\{\nu \in \Lambda : \sigma_\Lambda, \nu \neq 0\}} \prod_{j \in \mathbb{N}} (1 + \nu_j) = \sum_{\{\nu \in \Lambda : \sigma_\Lambda, \nu \neq 0\}} p_\nu(1).
\]  
(6.11)

6.2.2 Construction of \((c_k, \nu)_{\nu \in F}\)

We are now in position to construct \((c_k, \nu)_{\nu \in F}\). As mentioned above, we distinguish between the cases \(k = 1\) and \(k = 2\), which correspond to polynomial interpolation or quadrature. Note that in the next lemma we define \(c_k, \nu\) for all \(\nu \in F\), but the estimate provided in the lemma merely holds
for $\nu \in \mathcal{F}_k$, $k \in \{1, 2\}$, where $\mathcal{F}_1 := \mathcal{F}$ and $\mathcal{F}_2$ is defined in (6.6). Throughout what follows, empty products equal 1 by convention.

**Lemma 6.5.** Assume that $\tau > 0$, $k \in \{1, 2\}$ and $r > \max\{r, k\}$. Let $\varrho_j \in (0, \infty)^\infty$ be such that $\varrho_j \to \infty$ as $j \to \infty$. Then there exist $K > 0$ and $C_0 > 0$ such that

$$c_{k, \nu} := \prod_{j \in \text{supp}(\nu)} \max\{1, K \varrho_j\}^{2k} \nu_j^{r-\tau} \ \nu \in \mathcal{F},$$

satisfies (with $\beta_{\nu}(r, \varrho)$ as in (3.36))

$$C_0 c_{k, \nu} p_{\nu}(\tau) \leq \beta_{\nu}(r, \varrho) \ \forall \nu \in \mathcal{F}_k.$$  

**Proof.**

**Step 1.** Fix $\nu \in \mathcal{F}_k$, then $j \in \text{supp}(\nu)$ implies $\nu_j \geq k$ and thus $\min\{r, \nu_j\} \geq k$ since $r > k$ by assumption. With $s := \min\{r, \nu_j\} \leq \nu_j$, for all $j \in \mathbb{N}$ holds

$$\binom{\nu_j}{s} = \frac{\nu_j!}{(\nu_j - s)!s!} \geq \frac{1}{s!}(\nu_j - s + 1)^s \geq \nu_j^s \frac{1}{s!} \frac{\nu_j}{r!r^r} \geq \nu_j^{\min\{\nu_j, r\}} \frac{1}{r!r^r} \geq \nu_j^r \frac{1}{r!r^{2r}}.$$  

Furthermore, if $j \in \text{supp}(\nu)$, then due to $s = \min\{\nu_j, r\} \geq k$, with $\varrho_0 := \min\{1, \min_{j \in \mathbb{N}} \varrho_j\}$ we have

$$\varrho_0^{2r} \leq \min\{1, \varrho_j\}^{2r} \leq \varrho_j^{2(s-k)}.$$  

Thus

$$\min\{\nu_j, r\} \geq \varrho_0^{2r} \varrho_j^{2k}$$

for all $j \in \mathbb{N}$. In all, we conclude

$$\beta_{\nu}(r, \varrho) = \prod_{j \in \mathbb{N}} \left( \sum_{l=0}^{r} \binom{\nu_j}{l} \varrho_j^{2l} \right) \geq \prod_{j \in \text{supp}(\nu)} \left( \min\{\nu_j, r\} \right)^{2\min\{\nu_j, r\}} \geq \prod_{j \in \text{supp}(\nu)} \frac{\varrho_0^{2r}}{r!r^{2r}} \varrho_j^{2k} \nu_j^{r-\tau}.$$  

Since $\nu \in \mathcal{F}_k$ was arbitrary, this estimate holds for all $\nu \in \mathcal{F}_k$.

**Step 2.** Denote $\tilde{\varrho}_j := \max\{1, K \varrho_j\}$, where $K > 0$ is still at our disposal. We have

$$p_{\nu}(\tau) \leq \prod_{j \in \text{supp}(\nu)} 2^r \tilde{\varrho}_j^{r-\tau}$$

and thus

$$c_{k, \nu} p_{\nu}(\tau) \leq \prod_{j \in \text{supp}(\nu)} 2^r \tilde{\varrho}_j^{2k} \nu_j^{r-\tau}.$$  

Again, this estimate holds for any $\nu \in \mathcal{F}_k$.

With $\varrho_0 := \min\{1, \min_{j \in \mathbb{N}} \varrho_j\}$ denote

$$C_b := \left( \frac{\varrho_0^{2r}}{r!r^{2r}} \right)^{1/(2k)} \text{ and } C_c := (2^r)^{1/(2k)}.$$  

Set

$$K := \frac{C_b}{C_c}, \ \tilde{\varrho}_j = K \varrho_j$$  
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any and note that this product is over a finite number of indices, since \( \rho_j \to \infty \) as \( j \to \infty \). Then for any \( \nu \in F_k \)

\[
\prod_{j \in \text{supp}(\nu)} C_c \hat{\rho}_j \geq C_0^{\frac{1}{2}} \prod_{j \in \text{supp}(\nu)} C_c \hat{\rho}_j.
\]

With (6.14) and (6.15) we thus obtain for every \( \nu \in F_k \)

\[
\beta_\nu(r, \rho) \geq \prod_{j \in \text{supp}(\nu)} (C_c \hat{\rho}_j)^{2k} \nu_j^r = \prod_{j \in \text{supp}(\nu)} (C_c \hat{\rho}_j)^{2k} \nu_j^r \geq C_0 \prod_{j \in \text{supp}(\nu)} (C_c \hat{\rho}_j)^{2k} \nu_j^r \geq C_0 c_k,\nu p_\nu(\tau).
\]

\( \square \)

### 6.2.3 Summability properties of the sequence \((c_k,\nu)_{\nu \in F}\)

First we discuss the summability of the sequence \((c_k,\nu)_{\nu \in F}\). We will require the following lemma which is a modification of [40, Lemma 6.2].

**Lemma 6.6.** Let \( \theta \geq 0 \). Let further \( k \in \{1, 2\} \), \( \tau > 0 \), \( r > \max\{k, \tau\} \) and \( q > 0 \) be such that \((r - \tau)q/(2k) - \theta > 1\). Assume that \((\rho_j)_{j \in \mathbb{N}} \in (0, \infty)^\infty\) satisfies \((\rho_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N})\). Then with \((c_k,\nu)_{\nu \in F}\) as in Lemma 6.5 it holds

\[
\sum_{\nu \in F} p_\nu(\theta) c_{k,\nu}^{-\frac{q}{2k}} < \infty.
\]

**Proof.** This lemma can be proven in the same way as the proof of [40, Lemma 6.2]. We provide a proof for completeness. With \( \hat{\rho}_j := \max\{1, K \rho_j\} \) it holds \((\hat{\rho}_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N})\). By definition of \( c_k,\nu \), factorizing, we get

\[
\sum_{\nu \in F} p_\nu(\theta) c_{k,\nu}^{-\frac{q}{2k}} = \sum_{\nu \in F} \prod_{j \in \text{supp}(\nu)} \left(1 + \nu_j\right)^{\theta} \left(\hat{\rho}_j^{2k} \nu_j^{-\tau}\right)^{-\frac{q}{2k}} \leq \prod_{j \in \mathbb{N}} \left(2^{\theta \hat{\rho}_j^{-q}} \sum_{n \in \mathbb{N}} \frac{n^{-q(r-\tau)/(2k)}}{n^\theta}\right).
\]

The sum over \( n \) equals some finite constant \( C \) since by assumption \( q(r - \tau)/2k - \theta > 1\). Using the inequality \( \log(1 + x) \leq x \) for all \( x > 0 \), we get

\[
\sum_{\nu \in F} c_{k,\nu}^{-\frac{q}{2k}} \leq \prod_{j \in \mathbb{N}} \left(1 + C \hat{\rho}_j^{-q}\right) = \exp\left(\sum_{j \in \mathbb{N}} \log(1 + C \hat{\rho}_j^{-q})\right) \leq \exp\left(\sum_{j \in \mathbb{N}} C \hat{\rho}_j^{-q}\right),
\]

which is finite since \((\hat{\rho}_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N})\). \( \square \)
Remark 6.7. Under the assumptions of Lemmata 6.5 and 6.6, it holds

\[(\beta_\nu(r, \varrho)^{-1})_{\nu \in \mathcal{F}_k} \in \ell^q((2k)(\mathcal{F}_k)).\]

This generalizes [9, Lemma 5.1].

Based on (6.9), for \(\varepsilon > 0\) and \(k \in \{1, 2\}\) let

\[\Lambda_{k, \varepsilon} := \{\nu \in \mathcal{F} : c_{k, \nu}^{-1} \geq \varepsilon\} \subseteq \mathcal{F}.\]  

(6.16)

The summability shown in Lemma 6.6 implies algebraic convergence rates of the tail sum as provided by the following proposition. This is well-known and follows by Stechkin’s lemma [94] which itself is a simple consequence of the Hölder inequality.

Proposition 6.8. Let \(k \in \{1, 2\}, \tau > 0,\) and \(q > 0.\) Let \((q_j^{-1})_{j \in \mathbb{N}} \in \ell^q(\mathbb{N})\) and \(r > \max\{k, \tau\},\) \((r - \tau)q/(2k) > 2.\) Assume that \((a_\nu)_{\nu \in \mathcal{F}} \in [0, \infty)\) is such that

\[\sum_{\nu \in \mathcal{F}} \beta_\nu(r, \varrho)a_\nu^2 < \infty.\]  

(6.17)

Then there exists a constant \(C\) solely depending on \((c_{k, \nu})_{\nu \in \mathcal{F}}\) in (6.12) such that for all \(\varepsilon > 0\) it holds that

\[\sum_{\nu \in \mathcal{F} \setminus \Lambda_{k, \varepsilon}} p_\nu(\tau)a_\nu \leq C \left( \sum_{\nu \in \mathcal{F} \setminus \Lambda_{k, \varepsilon}} \beta_\nu(0, \varrho)a_\nu^2 \right)^{1/2} \varepsilon^{1 - \frac{q}{2k}},\]

and

\[|\text{pts}(\Lambda_{k, \varepsilon})| \leq C\varepsilon^{-\frac{k}{2}}.\]

(6.18)

Proof. We estimate

\[\sum_{\nu \in \mathcal{F} \setminus \Lambda_{k, \varepsilon}} p_\nu(\tau)a_\nu \leq \left( \sum_{\nu \in \mathcal{F} \setminus \Lambda_{k, \varepsilon}} p_\nu(\tau)^2 a_\nu^2 c_{k, \nu} \right)^{1/2} \left( \sum_{\nu \in \mathcal{F} \setminus \Lambda_{k, \varepsilon}} c_{k, \nu}^{-1} \right)^{1/2}.\]

The first sum is finite by (6.17) and because \(C_0p_\nu(0)^2 c_{k, \nu} \leq \beta_\nu(r, \varrho)\) according to (6.13). By Lemma 6.6 and (6.16) we obtain

\[\sum_{\nu \in \mathcal{F} \setminus \Lambda_{k, \varepsilon}} c_{k, \nu}^{-1} = \sum_{c_{k, \nu}^{-1} \leq \varepsilon} c_{k, \nu}^{-1 - \frac{q}{2k}} c_{k, \nu}^{-1 + \frac{q}{2k}} \leq C\varepsilon^{1 - \frac{k}{2k}}\]

which proves the first statement. Moreover, for each \(\nu \in \mathcal{F},\) the number of interpolation (quadrature) points is \(p_\nu(1).\) Hence

\[|\text{pts}(\Lambda_{k, \varepsilon})| = \sum_{\nu \in \Lambda_{k, \varepsilon}} p_\nu(1) = \sum_{c_{k, \nu}^{-1} \geq \varepsilon} p_\nu(1) c_{k, \nu}^{-\frac{q}{2k}} c_{k, \nu}^{\frac{q}{2k}} \leq \varepsilon^{-\frac{k}{2k}} \sum_{\nu \in \mathcal{F}_k} p_\nu(1) c_{k, \nu}^{-\frac{q}{2k}} \leq C\varepsilon^{-\frac{k}{2k}}\]

again by Lemma 6.6 and (6.16).
6.3 Interpolation convergence

If $X$ is a Hilbert space, then the Wiener-Hermite PC expansion of $u : U \to X$ converges in general only in $L^2(U; X; \gamma)$. As mentioned before this creates some subtleties when working with interpolation and quadrature operators based on pointwise evaluations of the target function. To demonstrate this, we recall the following example from [36], which does not satisfy $(b, \xi, \delta, X)$-holomorphy, since Definition 4.1 (iii) does not hold.

**Example 6.9.** Define $u : U \to \mathbb{C}$ pointwise by

$$u(y) := \begin{cases} 1 & \text{if } |\{j \in \mathbb{N} : y_j \neq 0\}| < \infty \\ 0 & \text{otherwise.} \end{cases}$$

Then $u$ vanishes on the complement of the $\gamma$-null set

$$\bigcup_{n \in \mathbb{N}} \mathbb{R}^n \times \{0\}^\infty.$$

Consequently $u$ is equal to the constant zero function in the sense of $L^2(U; \gamma)$. Hence there holds the expansion $u = \sum_{\nu \in \mathcal{F}} 0 \cdot H_\nu$ with convergence in $L^2(U; \gamma)$. Now let $\Lambda \subseteq \mathcal{F}$ be nonempty, finite and downward closed. As explained in Section 6.1.1, the interpolation operator $I_\Lambda$ reproduces all polynomials in $\text{span}\{y^\nu : \nu \in \Lambda\}$. Since any point $(\chi_{\nu_j, \mu_j})_{j \in \mathbb{N}}$ with $\mu_j \leq \nu_j$ is zero in all but finitely many coordinates (due to $\chi_{0,0} = 0$), we observe that

$$I_\Lambda u \equiv 1 \neq 0 \equiv \sum_{\nu \in \mathcal{F}} 0 \cdot I_\Lambda H_\nu.$$

This is due to the fact that $u = \sum_{\nu \in \mathcal{F}} 0 \cdot H_\nu$ only holds in an $L^2(U; \gamma)$ sense, and interpolation or quadrature (which require pointwise evaluation of the function) are not meaningful for $L^2(U; \gamma)$ functions.

The above example shows that if

$$u = \sum_{\nu \in \mathcal{F}} u_\nu H_\nu \in L^2(U; \gamma)$$

with Wiener-Hermite PC expansion coefficients $(u_\nu)_{\nu \in \mathcal{F}} \subseteq \mathbb{R}$, then the formal equalities

$$I_\Lambda u = \sum_{\nu \in \mathcal{F}} u_\nu I_\Lambda H_\nu,$$

and

$$Q_\Lambda u = \sum_{\nu \in \mathcal{F}} u_\nu Q_\Lambda H_\nu$$

are in general wrong in $L^2(U; \gamma)$. Our definition of $(b, \xi, \delta, X)$-holomorphy allows to circumvent this by interpolating not $u$ itself but the approximations $u_N$ to $u$ which are pointwise defined and only depend on finitely many variables, cp. Definition 4.1.

Our analysis starts with the following result about pointwise convergence. For $k \in \{1, 2\}$ and $N \in \mathbb{N}$ we introduce the notation

$$\mathcal{F}^N_k := \{\nu \in \mathcal{F}_k : \text{supp}(\nu) \subseteq \{1, \ldots, N\}\}.$$  

These sets thus contain multiindices $\nu$ for which $\nu_j = 0$ for all $j > N$. 
Lemma 6.10. Let $u$ be $(b, \xi, \delta, X)$-holomorphic for some $b \in (0, \infty)^\infty$. Let $N \in \mathbb{N}$, and let $\tilde{u}_N : U \to X$ be as in Definition 4.1. For $\nu \in \mathbb{F}$ define

$$\tilde{u}_{N, \nu} := \int_U \tilde{u}_N(y) H_{\nu}(y) \, d\gamma(y).$$

Then,

$$\tilde{u}_N(y) = \sum_{\nu \in \mathbb{F}_1^N} \tilde{u}_{N, \nu} H_{\nu}(y) = \sum_{\nu \in \mathbb{F}} \tilde{u}_{N, \nu} H_{\nu}(y)$$

with pointwise absolute convergence for all $y \in U$.

Proof. From the Cramér bound

$$|\tilde{H}_n(x)| < 2^{n/2} \sqrt{n!} x^{2/2},$$

see [69], and where $\tilde{H}_n(x/\sqrt{2}) := 2^{n/2} \sqrt{n!} H_n(x)$, see [1, Page 787], we have for all $n \in \mathbb{N}_0$

$$\sup_{x \in \mathbb{R}} \exp(-x^2/4) |H_n(x)| \leq 1. \quad (6.19)$$

By Theorem 4.8 $(\tilde{u}_{N, \nu})_{\nu \in \mathbb{F}} \in \ell^1(\mathbb{F})$. Note that for $\nu \in \mathbb{F}_1^N$

$$\tilde{u}_{N, \nu} = \int_U \tilde{u}_N(y) H_{\nu}(y) \, d\gamma(y) = \int_{\mathbb{R}^N} u_N(y_1, \ldots, y_N) \prod_{j=1}^N H_{\nu_j}(y_j) \, d\gamma_N((y_j)_{j=1}^N)$$

and thus $\tilde{u}_{N, \nu}$ coincides with the Wiener-Hermite PC expansion coefficient of $u_N$ w.r.t. the multi-index $(\nu_j)_{j=1}^N \in \mathbb{N}_0^N$. The summability of the sequence

$$\left(\|u_{N, \nu}\|_X \prod_{j=1}^N H_{\nu_j}(y_j)\|_{L^2(\mathbb{R}^N, \gamma_N)}\right)_{\nu \in \mathbb{F}_1^N}$$

now implies in particular,

$$u_N((y_j)_{j=1}^N) = \sum_{\nu \in \mathbb{F}_1^N} u_{N, \nu} \prod_{j=1}^N H_{\nu_j}(y_j)$$

in the sense of $L^2(\mathbb{R}^N, \gamma_N)$.

Due to (6.19) and $(\|u_{N, \nu}\|_X)_{\nu \in \mathbb{F}_1^N} \in \ell^1(\mathbb{F}_1^N)$ we can define a continuous function

$$\hat{u}_N : (y_j)_{j=1}^N \mapsto \sum_{\nu \in \mathbb{N}_0^N} u_{N, \nu} \prod_{j=1}^N H_{\nu_j}(y_j)$$

on $\mathbb{R}^N$. Here, the series converges absolutely for every fixed, finite $(y_j)_{j=1}^N \in \mathbb{R}^N)$.

Since they have the same Wiener-Hermite PC expansion, it holds $\hat{u}_N = u_N$ in the sense of $L^2(\mathbb{R}^N, \gamma_N)$.

By Definition 4.1 the function $u : \mathbb{R}^N \to X$ is in particular continuous (it even allows a holomorphic extension to some subset of $\mathbb{C}^N$ containing $\mathbb{R}^N$). Now $\hat{u}_N, u_N : \mathbb{R}^N \to X$ are two
continuous functions which are equal in the sense of $L^2(\mathbb{R}^N;\gamma_N)$. Thus they coincide pointwise and it holds for every $\mathbf{y} \in U$,

$$\tilde{u}_N(\mathbf{y}) = u_N((y_j)_{j=1}^N) = \sum_{\nu \in \mathbb{N}^N_0} \tilde{u}_{N,\nu}H_\nu(\mathbf{y}).$$

We arrive at the following convergence result. The convergence rate provided in [47] (in terms of the number of function evaluations) is improved by a factor 2 (for the global supports case). Additionally we provide an explicit construction of suitable index sets. Recall that pointwise evaluations of a $(b,\xi,\delta,X)$-holomorphic functions are understood in the sense of Remark. 4.4.

**Theorem 6.11.** Let $u$ be $(b,\xi,\delta,X)$-holomorphic for some $b \in \ell^p(\mathbb{N})$ and some $p \in (0,2/3)$. Let $(c_{1,\nu})_{\nu \in F}$ be as in Lemma 6.5 with $\varrho$ as in Theorem 4.8.

Then there exist $C > 0$ and, for every $n \in \mathbb{N}$, $\varepsilon_n > 0$ such that $|\text{pts}(\Lambda_{1,\varepsilon})| \leq n$ (with $\Lambda_{1,\varepsilon}$ as in (6.16)) and

$$\|u - I_{\Lambda_{1,\varepsilon}}u\|_{L^2(U,X;\gamma)} \leq Cn^{-\frac{5}{6} + \frac{3}{2p}}.$$

**Proof.** For $\varepsilon > 0$ small enough and satisfying $|\Lambda_{1,\varepsilon}| > 0$, take $N \in \mathbb{N}$ with

$$N \geq \max\{j \in \text{supp}(\nu) : \nu \in \Lambda_{1,\varepsilon}\},$$

so large that

$$\|u - \tilde{u}_N\|_{L^2(U,X;\gamma)} \leq \varepsilon_2^{-\frac{5}{6} - \frac{3}{2p}}, \quad (6.20)$$

which is possible due to the $(b,\xi,\delta,X)$-holomorphy of $u$ (cp. Definition 4.1 (iii)). An appropriate value of $\varepsilon$ depending on $n$ will be chosen below. In the following for $\nu \in F^N_1$ we denote by $\tilde{u}_{N,\nu}$ the PC coefficient of $\tilde{u}_N$ and for $\nu \in F$ as earlier $u_{\nu} \in X$ is the PC coefficient of $u$.

Because

$$N \geq \max\{j \in \text{supp}(\nu) : \nu \in \Lambda_{1,\varepsilon}\}$$

and $\chi_{0,0} = 0$, we have $I_{\Lambda_{1,\varepsilon}}u = I_{\Lambda_{1,\varepsilon}}\tilde{u}_N$ (cp. Remark. 4.4). Hence by (6.20)

$$\|u - I_{\Lambda_{1,\varepsilon}}u\|_{L^2(U,X;\gamma)} = \|u - I_{\Lambda_{1,\varepsilon}}\tilde{u}_N\|_{L^2(U,X;\gamma)} \leq \varepsilon_2^{-\frac{5}{6} - \frac{3}{2p}} + \|\tilde{u}_N - I_{\Lambda_{1,\varepsilon}}\tilde{u}_N\|_{L^2(U,X;\gamma)}.$$ 

By Lemma 6.10 we have

$$\tilde{u}_N(\mathbf{y}) = \sum_{\nu \in F^N_1} \tilde{u}_{N,\nu}H_\nu(\mathbf{y})$$

with pointwise absolute convergence for all $\mathbf{y} \in U$. Thus we can interchange the interpolation operator $I_{\Lambda_{1,\varepsilon}}$ with the Wiener-Hermite PC expansion of $\tilde{u}_N$ and write

$$I_{\Lambda_{1,\varepsilon}}\tilde{u}_N = \sum_{\nu \in F^N_1} \tilde{u}_{N,\nu}I_{\Lambda_{1,\varepsilon}}H_\nu$$
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with pointwise absolute convergence. Then by Lemma 6.2 and (6.5)
\[
\|\tilde{u}_N - I_{A_{1,\varepsilon}}\tilde{u}_N\|_{L^2(U, X; \gamma)} = \left\| \sum_{\nu \in F} \tilde{u}_{N, \nu}(H_{\nu} - I_{A_{1,\varepsilon}}H_{\nu}) \right\|_{L^2(U, X; \gamma)} \\
\leq \sum_{\nu \in F \setminus A_{1,\varepsilon}} \|\tilde{u}_{N, \nu}\|_X (\|H_{\nu}\|_{L^2(U; \gamma)} + \|I_{A_{1,\varepsilon}}H_{\nu}\|_{L^2(U; \gamma)}) \\
\leq \sum_{\nu \in F \setminus A_{1,\varepsilon}} \|\tilde{u}_{N, \nu}\|_X (1 + p\nu(3)) \\
\leq 2 \sum_{\nu \in F \setminus A_{1,\varepsilon}} \|\tilde{u}_{N, \nu}\|_X p\nu(3).
\]
Choosing \( r > 4/p - 1 \) \((q = \frac{p}{1-p}, \tau = 3)\), according to Proposition 6.8, (6.13) and Theorem 4.8 (with \((b_j^{-1})_j \in \ell^p/(1-p)(\mathbb{N})\) as in Theorem 4.8) the last sum is bounded by
\[
C \left( \sum_{\nu \in F} \beta_{\nu}^2 \|\tilde{u}_{N, \nu}\|_X^2 \right) \varepsilon^{\frac{1}{2} - \frac{q}{2}} \leq C(b)\delta^2 \varepsilon^{\frac{1}{2} - \frac{4}{2}} = C(b)\delta^2 \varepsilon^{\frac{1}{2} - \frac{p}{2(1-p)}},
\]
and the constant \( C(b) \) from Theorem 4.8 does not depend on \( N \) and \( \delta \). From (6.18) it follows that
\[
|\text{pts}(A_{1,\varepsilon})| \leq C_2 \varepsilon^{-\frac{q}{2}} = C_2 \varepsilon^{-\frac{p}{2(1-p)}}.
\]
For every \( n \in \mathbb{N} \), we choose an \( \varepsilon_n > 0 \) satisfying the condition
\[
n/2 \leq C_2 \varepsilon_n^{-\frac{p}{2(1-p)}} \leq n.
\]
Then the claim holds true for the chosen \( \varepsilon_n \).

**Remark 6.12.** Comparing the best \( N \)-term convergence result in Remark 4.10 with the interpolation result of Theorem 6.11, we observe that the convergence rate is reduced by \( 1/2 \), and moreover, rather than \( p \in (0, 1) \) as in Remark 4.10, Theorem 6.11 requires \( p \in (0, 2/3) \). This discrepancy can be explained as follows: Since \((H_{\nu})_{\nu \in F}\) forms an orthonormal basis of \( L^2(U, \gamma) \), for the best \( N \)-term result we could resort to Parseval’s identity, which merely requires \( \ell^2 \)-summability of the Hermite PC coefficients, i.e. \( \|u_\nu\|_X \in \ell^2(F) \). Due to \( \|u_\nu\|_X \in \ell^{\frac{2p}{2-p}} \) by Corollary 4.9, this is ensured as long as \( p \in (0, 1) \). On the other hand, for the interpolation result we had to use the triangle inequality, since the sequence \((I_{A_{1,\varepsilon}}H_{\nu})_{\nu \in F}\) of interpolated multivariate Hermite polynomials does not form an orthonormal sequence of \( L^2(U, \gamma) \). This argument requires the stronger condition \( \|u_\nu\|_X \in \ell^1(F) \), resulting in the stronger assumption \( p \in (0, 2/3) \) of Theorem 6.11.

### 6.4 Quadrature convergence

Analogous to Theorem 6.11 we obtain the following result for the quadrature convergence with an improved convergence rate compared to interpolation.
Theorem 6.13. Let \( u \) be \((b, \xi, \delta, X)\)-holomorphic for some \( b \in \ell^p(N) \) and some \( p \in (0, 4/5) \). Let \((c_2, \nu)_{\nu \in F}\) be as in Lemma 6.5 with \( q \) as in Theorem 4.8. Then there exist \( C > 0 \) and, for every \( N \in \mathbb{N}, \varepsilon_n > 0 \) such that \(|\text{pts}(\Lambda_{2, \varepsilon_n})| \leq n\) (with \( \Lambda_{2, \varepsilon_n} \) as in (6.16)) and
\[
\|u - Q_{\Lambda_{2, \varepsilon_n}}u\|_{L^2(U, X; \gamma)} \leq Cn^{-\frac{2}{p} + \frac{5}{2}}.
\]

Proof. For \( \varepsilon > 0 \) small enough and satisfying \(|\Lambda_{2, \varepsilon}| > 0\), take \( N \in \mathbb{N}, N \geq \max\{j \in \text{supp}(\nu) : \nu \in \Lambda_{2, \varepsilon}\} \) so large that
\[
\left\| \int_U u(y) - \tilde{u}_N(y) \, d\gamma(y) \right\|_X \leq \|u - \tilde{u}_N\|_{L^2(U, X; \gamma)} \leq \varepsilon^{\frac{1}{2} - \frac{p}{8(1 - p)}},
\]
which is possible due to the \((b, \xi, \delta, X)\)-holomorphy of \( u \) (cp. Definition 4.1 (iii)). An appropriate value of \( \varepsilon \) depending on \( n \) will be chosen below. In the following for \( \nu \in F \) we denote by \( \tilde{u}_N, \nu \) the Wiener-Hermite PC expansion coefficient of \( \tilde{u}_N \) and as earlier \( u_{\nu} \) is the Wiener-Hermite PC expansion coefficient of \( u \).

Because
\[
N \geq \max\{j \in \text{supp}(\nu) : \nu \in \Lambda_{2, \varepsilon}\}
\]
and \( \chi_{0,0} = 0 \), we have \( Q_{\Lambda_{2, \varepsilon}}u = Q_{\Lambda_{2, \varepsilon}}\tilde{u}_N \) (cp. Remark 4.4). Hence by (6.21)
\[
\left\| \int_U u(y) - Q_{\Lambda_{2, \varepsilon}}u \right\|_X = \left\| \int_U u(y) \, d\gamma(y) - Q_{\Lambda_{2, \varepsilon}}\tilde{u}_N \right\|_X 
\leq \varepsilon^{\frac{1}{2} - \frac{p}{8(1 - p)}} + \left\| \int_U \tilde{u}_N(y) \, d\gamma(y) - Q_{\Lambda_{2, \varepsilon}}\tilde{u}_N \right\|_X.
\]

By Lemma 6.10 we have
\[
\tilde{u}_N(y) = u(y_1, \ldots, y_N, 0, 0, \ldots) = \sum_{\nu \in F_2^N} \tilde{u}_{N, \nu} H_{\nu}(y_j)_{j=1}^N
\]
with pointwise absolute convergence for all \( y \in U \). Thus we can interchage the quadrature operator \( Q_{\Lambda_{2, \varepsilon}} \) with the Wiener-Hermite PC expansion of \( \tilde{u}_N \) and write
\[
Q_{\Lambda_{2, \varepsilon}}\tilde{u}_N = \sum_{\nu \in F_2^N} \tilde{u}_{N, \nu} Q_{\Lambda_{2, \varepsilon}}H_{\nu}
\]
with pointwise absolute convergence. Since \( \Lambda_{2, \varepsilon} \) is nonempty and downward closed we have \( 0 \in \Lambda_{2, \varepsilon} \).

Then, by Lemma 6.4, (6.7), and using
\[
\int_U H_{\nu}(y) \, d\gamma(y) = 0
\]
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for all $0 \neq \nu \in \mathcal{F}$, we have that
\[
\left\| \int_U \tilde{u}_N(y) \, d\gamma(y) - Q_{\Lambda_{2,\epsilon}} \tilde{u}_N \right\|_X = \left\| \sum_{\nu \in \mathcal{F}_2 \setminus \Lambda_{2,\epsilon}} \tilde{u}_{N,\nu} \left( \int_U H_{\nu}(y) \, d\gamma(y) - Q_{\Lambda_{2,\epsilon}} H_{\nu} \right) \right\|_X \\
\leq \sum_{\nu \in \mathcal{F}_2 \setminus \Lambda_{2,\epsilon}} \| \tilde{u}_{N,\nu} \|_X (\| H_{\nu} \|_{L^2(U;\gamma)} + |Q_{\Lambda_{2,\epsilon}} H_{\nu}|) \\
\leq \sum_{\nu \in \mathcal{F}_2 \setminus \Lambda_{2,\epsilon}} \| \tilde{u}_{N,\nu} \|_X (1 + p_{\nu}(3)) \\
\leq 2 \sum_{\nu \in \mathcal{F}_2 \setminus \Lambda_{2,\epsilon}} \| \tilde{u}_{N,\nu} \|_X p_{\nu}(3).
\]

Choosing $r > 8/p - 5$ ($q = \frac{p}{1-p}$, $\tau = 3$), according to Proposition 6.8, (6.13) and Theorem 4.8 (with $(\varrho_j^{-1})_{j \in \mathbb{N}} \in \ell^{p/(1-p)}(\mathbb{N})$ as in Theorem 4.8) the last sum is bounded by
\[
C \left( \sum_{\nu \in \mathcal{F}} \beta_{\nu}(r, \varrho) \| \tilde{u}_{N,\nu} \|_X^2 \right)^{\frac{1}{2}} \leq C(b) \delta^2 \varepsilon^{\frac{1}{2} - \frac{q}{8}} = C(b) \varepsilon^{\frac{1}{2} - \frac{p}{8(1-p)}}
\]
and the constant $C(b)$ from Theorem 4.8 does not depend on $N$ and $\delta$. From (6.18) it follows that
\[
|\text{pts}(\Lambda_{k,\epsilon})| \leq C \varepsilon^{-\frac{q}{8}} = C \varepsilon^{-\frac{p}{8(1-p)}}.
\]
For every $n \in \mathbb{N}$, we choose an $\varepsilon_n > 0$ satisfying the condition
\[
n/2 \leq C \varepsilon_n^{-\frac{p}{8(1-p)}} \leq n.
\]
Then the claim holds true for the chosen $\varepsilon_n$. \hfill \Box

**Remark 6.14.** Interpolation formulas based index sets like $\Lambda(\xi) := \{ \nu \in \mathcal{F} : \beta_{\nu}(r, \varrho) \leq \xi^{2/q} \}$ (where $\xi > 0$ is a large parameter), respectively, have been proposed in [47]. There, dimension-independent convergence rates of sparse-grid interpolation were obtained. For given summability of the Wiener-Hermite expansion coefficients the rates in [47] are lower than those obtained in the present analysis. The existence of Smolyak type quadratures with a proof of dimension-independent convergence rates was shown first in [28]. There, symmetry of the GM and corresponding cancellations were not exploited, and these quadrature formulas provide lower (albeit dimension-independent) convergence rates in terms of the number of function evaluations as in Theorems 6.11 and 6.13.
7 Multilevel approximation

In this section we introduce a multilevel interpolation and quadrature algorithm. The presentation and arguments follow mostly [102, Section 3.2], where multilevel algorithms for the uniform measure on the hypercube $[-1,1]^{\infty}$ were analyzed (in contrast to the case of a product GM on $U$, which we consider here). We also refer to [40] where multilevel convergence rates in the Gaussian case were proven (see Remark. 7.8 for the main difference of the present analysis to [40]).

7.1 Setting and notation

To approximate the solution $u$ to a parametric PDE as in the examples of the preceding sections, the interpolation operator $I_{\Lambda}$ introduced in Section 6.1.1 requires function values of $u$ at different interpolation points in the parameter space $U$. For a parameter $y \in U$, typically the PDE solution $u(y)$, which is a function belonging to a Sobolev space over a physical domain $D$, is not given in closed form and has to be approximated. The idea of multilevel approximations is to combine interpolants of approximations to $u$ at different spatial accuracies, in order to reduce the overall computational complexity. This will now be formalized.

First, we assume given a sequence $(w_l)_{l \in \mathbb{N}_0}$, exhibiting the properties of the following assumption. Throughout $w_l$ will be interpreted as a measure for the computational complexity of evaluating an approximation $u^l : U \to X$ of $u : U \to X$ at a parameter $y \in U$. Here we use a superscript $l$ rather than a subscript for the approximation level, as the subscript is reserved for the dimension truncated version $u_N$ of $u$ as in Definition 4.1.

Assumption 7.1. The sequence $(w_l)_{l \in \mathbb{N}_0} \subseteq \mathbb{N}_0$ is strictly monotonically increasing and $w_0 = 0$. There exists a constant $K_W \geq 1$ such that for all $l \in \mathbb{N}$

\[(i) \sum_{j=0}^{l} w_j \leq K_W w_l,\]
\[(ii) l \leq K_W(1 + \log(w_l)),\]
\[(iii) w_l \leq K_W(1 + w_{l-1}),\]
\[(iv) \text{for every } r > 0 \text{ there exists } C = C(r) > 0 \text{ independent of } l \text{ such that}\]
\[\sum_{j=l}^{\infty} w_j^{-r} \leq C(1 + w_l)^{-r}.\]

Assumption 7.1 is satisfied if $(w_l)_{l \in \mathbb{N}_0}$ is exponentially increasing, (for instance $w_l = 2^l$, $l \in \mathbb{N}$). In the following we write $\mathfrak{W} := \{w_l : l \in \mathbb{N}_0\}$ and

\[|x|_{\mathfrak{W}} := \max\{w_l : w_l \leq x\}.\]

We work under the following hypothesis on the discretization errors in physical space: we quantify the convergence of the discretization scheme with respect to the discretization level $l \in \mathbb{N}$. Specifically, we assume the approximation $u^l$ to $u$ to behave asymptotically as

\[\|u(y) - u^l(y)\|_X \leq C(y) w_l^{-\alpha} \quad \forall l \in \mathbb{N},\] (7.1)
for some fixed convergence rate $\alpha > 0$ of the “physical space discretization” and with constant $C(y) > 0$ depending on the parameter sequence $y$. We will make this assumption on $u^l$ more precise shortly. If we think of $u^l(y) \in H^1(D)$ for the moment as a FEM approximation to the exact solution $u(y) \in H^1(D)$ of some $y$-dependent elliptic PDE, then $w_l$ could stand for the number of degrees of freedom of the finite element space. In this case $\alpha$ corresponds to the FEM convergence rate. Assumption 7.1 will for instance be satisfied if for each consecutive level the meshwidth is cut in half. Examples are provided by the FE spaces discussed in Section 2.6.3, Proposition 2.31. As long as the computational cost of computing the FEM solution is proportional to the dimension $w_l$ of the FEM space, $w_l^{-\alpha}$ is the error in terms of the work $w_l$. Such an assumption usually holds in one spatial dimension, where the resulting stiffness matrix is tridiagonal. For higher spatial dimensions solving the corresponding linear system is often times not of linear complexity, in which case the convergence rate $\alpha > 0$ has to be adjusted accordingly.

We now state our assumptions on the sequence of functions $(u^l)_{l \in \mathbb{N}}$ approximating $u$. Equation (7.1) will hold in an $L^2$ sense over all parameters $y \in U$, cp. Assumption 7.2 (iii), and Definition 4.1 (ii).

**Assumption 7.2.** Let $X$ be a separable Hilbert space and let $(w_l)_{l \in \mathbb{N}_0}$ satisfy Assumption 7.1. Furthermore, $0 < p_1 \leq p_2 < \infty$, $b_1 \in \ell^{p_1}(\mathbb{N})$, $b_2 \in \ell^{p_2}(\mathbb{N})$, $\xi > 0$, $\delta > 0$ and there exist functions $u \in L^2(U, X; \gamma)$, $(u^l)_{l \in \mathbb{N}} \subseteq L^2(U, X; \gamma)$ such that

(i) $u \in L^2(U, X; \gamma)$ is $(b_1, \xi, \delta, X)$-holomorphic,

(ii) $(u - u^l) \in L^2(U, X; \gamma)$ is $(b_1, \xi, \delta, X)$-holomorphic for every $l \in \mathbb{N}$,

(iii) $(u - u^l) \in L^2(U, X; \gamma)$ is $(b_2, \xi, \delta w_l^{-\alpha}, X)$-holomorphic for every $l \in \mathbb{N}$.

**Remark 7.3.** Items (ii) and (iii) are two assumptions on the domain of holomorphic extension of the discretization error $e_l := u - u^l : U \rightarrow X$. As pointed out in Remark 4.2, the faster the sequence $b$ decays the larger the size of holomorphic extension, and the smaller $\delta$ the smaller the upper bound of this extension.

Hence items (ii) and (iii) can be interpreted as follows: Item (ii) implies that $e_l$ has a large domain of holomorphic extension. Item (iii) yields, that by considering the extension of $e_l$ on a smaller domain, we can get a ($l$-dependent) smaller upper bound of the extension of $e_l$ (in the sense of Definition 4.1 (ii)). Hence there is a tradeoff between choosing the size of the domain of the holomorphic extension and the upper bound of this extension.

### 7.2 Multilevel algorithm

Let $l = (l_\nu)_{\nu \in \mathcal{F}} \subseteq \mathbb{N}_0$ be a sequence of discretization levels, associating with each multiindex $\nu \in \mathcal{F}$ a discretization level $l_\nu \in \mathbb{N}_0$. With the sequence $l_\nu \in \mathbb{N}_0$, we associate sets of multiindices via

$$\Gamma_j = \Gamma_j(l) := \{\nu \in \mathcal{F} : l_\nu \geq j\} \quad \forall j \in \mathbb{N}_0.$$  \hspace{1cm} (7.2)

Throughout we will assume that

$$|l| = \sum_{\nu \in \mathcal{F}} l_\nu < \infty$$

and that $l$ is monotonically decreasing, meaning that $\nu \leq \mu$ implies $l_\nu \geq l_\mu$. In this case each $\Gamma_j \subseteq \mathcal{F}$, $j \in \mathbb{N}$, is finite and downward closed. Moreover $\Gamma_0 = \mathcal{F}$, and the sets $(\Gamma_j)_{j \in \mathbb{N}_0}$ are nested
according to
\[ F = \Gamma_0 \supseteq \Gamma_1 \supseteq \Gamma_2 \ldots. \]

With \((u^l)_{l \in \mathbb{N}}\) as in Assumption 7.2, we now define
\[
\mathcal{I}^{\text{ML}}_{l} u := \sum_{j \in \mathbb{N}} (\mathcal{I}_{\Gamma_j} - \mathcal{I}_{\Gamma_{j+1}}) u^j. \tag{7.3}
\]

A few remarks are in order. First, the index \(l\) indicates that the sets \(\Gamma_j = \Gamma_j(l)\) depend on the choice of \(l\), although we usually simply write \(\Gamma_j\) in order to keep the notation succinct. Secondly, due to \(|l| < \infty\) it holds
\[
\max_{\nu \in \mathcal{F}^l} \nu =: L < \infty
\]
and thus \(\Gamma_j = \emptyset\) for all \(j > L\). Defining \(\mathcal{I}_\emptyset\) as the constant 0 operator, the infinite series (7.3) can also be written as the finite sum
\[
\mathcal{I}^{\text{ML}}_{l} u = \sum_{j=1}^{L} (\mathcal{I}_{\Gamma_j} - \mathcal{I}_{\Gamma_{j+1}}) u^j = \mathcal{I}_{\Gamma_1} u^1 + \mathcal{I}_{\Gamma_2}(u^2 - u^1) + \cdots + \mathcal{I}_{\Gamma_L}(u^L - u^{L-1}),
\]
where we used \(\mathcal{I}_{\Gamma_{L+1}} = 0\). If we had \(\Gamma_1 = \cdots = \Gamma_L\), this sum would reduce to \(\mathcal{I}_{\Gamma_L} u^L\), which is the interpolant of the approximation \(u^L\) at the (highest) discretization level \(L\). The main observation of multilevel analyses is that it is beneficial not to choose all \(\Gamma_j\) equal, but instead to balance out the accuracy of the interpolant \(\mathcal{I}_{\Gamma_j}\) (in the parameter) and the accuracy of the approximation \(u^j\) of \(u\).

A multilevel sparse-grid quadrature algorithm is obtained analogously via
\[
\mathcal{Q}^{\text{ML}}_{l} u := \sum_{j \in \mathbb{N}} (\mathcal{Q}_{\Gamma_j} - \mathcal{Q}_{\Gamma_{j+1}}) u^j, \tag{7.4}
\]
with \(\Gamma_j = \Gamma_j(l)\) as in (7.2).

### 7.3 Work model and choice of discretization levels

In the following we will prove algebraic convergence of multilevel interpolation/quadrature w.r.t. the \(L^2(U, X; \gamma)\)-norm. The convergence rate will hold in terms of the work of computing \(\mathcal{I}^{\text{ML}}_{l}\).

As mentioned above, for a level \(l \in \mathbb{N}\), we interpret \(w_l \in \mathbb{N}\) as a measure of the computational complexity of evaluating \(u^l\) at an arbitrary parameter \(y \in U\). As discussed in Section 6.2.1, computing \(\mathcal{I}_{\Gamma_j} v\) or \(\mathcal{Q}_{\Gamma_j} v\) requires to evaluate the function \(v\) at each parameter in the set \(\text{pts}(\Gamma_j) \subseteq U\) introduced in (6.10). We recall the bound
\[
|\text{pts}(\Gamma_j)| \leq \sum_{\nu \in \Gamma_j} p_\nu(1),
\]
on the cardinality of this set obtained in (6.11). As an upper bound of the work corresponding to the evaluation of all functions required for the multilevel interpolant in (7.3), we obtain
\[
\sum_{j \in \mathbb{N}} w_j \left( \sum_{\nu \in \Gamma_j(l)} p_\nu(1) + \sum_{\nu \in \Gamma_{j+1}(l)} p_\nu(1) \right).
\]
Since $\Gamma_{j+1} \subseteq \Gamma_j$, up the factor 2 the work of a sequence $l$ is defined by

$$\text{work}(l) := \sum_{j=1}^L w_j \sum_{\nu \in \Gamma_j(l)} p_\nu(1) = \sum_{\nu \in \mathcal{F}(l)} p_\nu(1) \sum_{j=1}^{l_\nu} w_j,$$  \hspace{1cm} (7.5)

where we used the definition of $\Gamma_j(l)$ in (7.2), $L := \max_{\nu \in \mathcal{F}} l_\nu < \infty$ and the finiteness of the set $\mathcal{F}(l) := \{ \nu \in \mathcal{F} : l_\nu > 0 \}$.

The efficiency of the multilevel interpolant critically relies on a suitable choice of levels $l = (l_\nu)_{\nu \in \mathcal{F}}$. This will be achieved with the following algorithm, which constructs $l$ based on two positive sequences $(c_\nu)_{\nu \in \mathcal{F}} \in \ell^{q_1}(\mathcal{F})$ and $(d_\nu)_{\nu \in \mathcal{F}} \in \ell^{q_2}(\mathcal{F})$. The algorithm is justified due to Lemma 7.5 shown in Section 7.4. This technical lemma, which is a variation of [102, Lemma 3.2.7], constitute the central part of the proofs of the convergence results presented in the rest of this section.

**Algorithm 1** \((l_\nu)_{\nu \in \mathcal{F}} = \text{ConstructLevels}((c_\nu)_{\nu \in \mathcal{F}}, (d_\nu)_{\nu \in \mathcal{F}}, q_1, \alpha, \varepsilon)\)

1: \((l_\nu)_{\nu \in \mathcal{F}} \leftarrow (0)_{\nu \in \mathcal{F}}
2: \Lambda_\varepsilon \leftarrow \{ \nu \in \mathcal{F} : c_\nu^{-1} \geq \varepsilon \}
3: \text{for } \nu \in \Lambda_\varepsilon \text{ do}
4: \quad \delta \leftarrow \varepsilon^{-\frac{1}{2q_1}} \left( \sum_{\mu \in \Lambda_\varepsilon} d_\mu^{-\frac{1}{2q_2}} \right)^{\frac{1}{2q_2}}
5: \quad l_\nu \leftarrow \max\{ j \in \mathbb{N}_0 : w_j \leq \delta \}
6: \text{return } (l_\nu)_{\nu \in \mathcal{F}}

**Remark 7.4.** An efficient algorithm determining $\Lambda_\varepsilon$ in line 2 of Algorithm 1 can be found in [102, Algorithm 2].

### 7.4 Construction of an allocation of discretization levels

We detail the construction of an allocation of discretization levels along a sequence of Wiener-Hermite PC expansion coefficients. It is valid for collections $(u_\nu)_{\nu \in \mathcal{F}}$ of Wiener-Hermite PC expansion coefficients taking values in a separable Hilbert space, say $X$, with additional regularity, being $X^s \subset X$, allowing for weaker (weighted) summability of the $V^s$-norms $(\|u_\nu\|_{X^s})_{\nu \in \mathcal{F}}$. In the setting of elliptic BVPs with log-Gaussian diffusion coefficient, $X = V = H_0^1(D)$, and $X^s$ is, for example, a weighted Kondrat’ev space in $D$ as introduced in Section 3.8.1. We phrase the result and the construction in abstract terms so that the allocation is applicable to more general settings, such as the parabolic IBVP in Section 4.3.2.

For a given, dense sequence $(X_l)_{l \in \mathbb{N}_0} \subset X$ of nested, finite-dimensional subspaces and target accuracy $0 < \varepsilon \leq 1$, in the numerical approximation of Wiener-Hermite PC expansions of random fields $u$ taking values in $X$, we consider approximating the Wiener-Hermite PC expansion coefficients $u_\nu$ in $X$ from $X_l$. The assumed density of the sequence $(X_l)_{l \in \mathbb{N}_0} \subset X$ in $X$ ensures that for $u \in L^2(U, X; \gamma)$ the sequence $(u_\nu)_{\nu \in \mathcal{F}} \subset X$ is square summable, in the sense that $(\|u_\nu\|_X)_{\nu \in \mathcal{F}} \in \ell^2(\mathcal{F})$. The following lemma is a variation of [102, Lemma 3.2.7]. Its proof, is, with several minor modifications, taken from [102, Lemma 3.2.7]. We remark that the construction of the map $l(\varepsilon, \nu)$,
as described in the lemma, mimicks Algorithm 1. Again, a convergence rate is obtained that is not prone to the so-called “curse of dimensionality”, being limited only by the available sparsity in the coefficient sequence of Wiener-Hermite PC expansion for the parametric solution manifold.

**Lemma 7.5.** Let \( \mathcal{W} = \{ w_l : l \in \mathbb{N}_0 \} \) satisfy Assumption 7.1. Let \( q_1 \in [0, 2), q_2 \in [q_1, \infty) \) and \( \alpha > 0 \). Let

(i) \( (a_{j,\nu})_{\nu \in \mathcal{F}} \subseteq [0, \infty) \) for every \( j \in \mathbb{N}_0 \),

(ii) \( (c_{\nu})_{\nu \in \mathcal{F}} \subseteq (0, \infty) \) and \( (d_{\nu})_{\nu \in \mathcal{F}} \subseteq (0, \infty) \) be such that

\[
(c_{\nu}^{-1/2})_{\nu \in \mathcal{F}} \in \ell^q_1(\mathcal{F}) \quad \text{and} \quad (d_{\nu}^{-1/2} p_{\nu}(1/2 + \alpha))_{\nu \in \mathcal{F}} \in \ell^q_2(\mathcal{F}),
\]

(iii)

\[
\sup_{j \in \mathbb{N}_0} \left( \sum_{\nu \in \mathcal{F}} a_{j,\nu}^2 c_{\nu} \right)^{1/2} =: C_1 < \infty, \quad \sup_{j \in \mathbb{N}_0} \left( \sum_{\nu \in \mathcal{F}} (w_j^2 a_{j,\nu})^2 d_{\nu} \right)^{1/2} =: C_2 < \infty.
\]

For every \( \varepsilon > 0 \) define \( \Lambda_\varepsilon = \{ \nu \in \mathcal{F} : c_{\nu}^{-1} \geq \varepsilon \} \), \( \omega_{\varepsilon,\nu} := 0 \) for all \( \nu \in \mathcal{F} \backslash \Lambda_\varepsilon \), and define

\[
\omega_{\varepsilon,\nu} := \varepsilon^{-1/2-q_1/4} d_{\nu}^{-1/2} \left( \sum_{\mu \in \Lambda_\varepsilon} d_{\mu}^{-1-2\alpha} \right)^{1/2n} \quad \forall \nu \in \mathcal{F} \backslash \Lambda_\varepsilon.
\]

Furthermore for every \( \varepsilon > 0 \), \( \nu \in \mathcal{F} \) let \( l_{\varepsilon,\nu} \in \mathbb{N}_0 \) be the corresponding discretization level, i.e. \( \omega_{\varepsilon,\nu} = w_{l_{\varepsilon,\nu}} \), and define the maximal discretization level

\[
L(\varepsilon) := \max \{ l_{\varepsilon,\nu} : \nu \in \mathcal{F} \}.
\]

Denote \( l_\varepsilon = (l_{\varepsilon,\nu})_{\nu \in \mathcal{F}} \).

Then there exists a constant \( C > 0 \) and tolerances \( \varepsilon_n \in (0, 1] \) such that for every \( n \in \mathbb{N} \) holds

\[
\sum_{\nu \in \mathcal{F}} \sum_{j = l_{\varepsilon,\nu}}^{L(\varepsilon_n)} a_{j,\nu} \leq C(1 + \log n)n^{-R},
\]

where the rate \( R \) is given by

\[
R = \min \left\{ \alpha, \frac{\alpha(q_1^{-1} - 1/2)}{\alpha + q_1^{-1} - q_2^{-1}} \right\}.
\]

**Proof.** Throughout this proof denote \( \delta := 1/2 - q_1/4 > 0 \). In the following

\[
\tilde{\omega}_{\varepsilon,\nu} := \varepsilon^{-\delta/\alpha} d_{\nu}^{-1} \left( \sum_{\mu \in \Lambda_\varepsilon} d_{\mu}^{-1-2\alpha} \right)^{1/2n} \quad \forall \nu \in \Lambda_\varepsilon,
\]

i.e. \( \omega_{\varepsilon,\nu} = [\tilde{\omega}_{\varepsilon,\nu}]_{\mathcal{F}} \). Note that \( 0 < \tilde{\omega}_{\varepsilon,\nu} \) is well-defined for all \( \nu \in \Lambda_\varepsilon \) since \( d_{\nu} > 0 \) for all \( \nu \in \mathcal{F} \) by assumption. Due to Assumption 7.1 (iii) it holds

\[
\frac{\tilde{\omega}_{\varepsilon,\nu}}{K_{\mathcal{W}}} \leq 1 + \omega_{\varepsilon,\nu} \leq 1 + \tilde{\omega}_{\varepsilon,\nu} \quad \forall \nu \in \Lambda_\varepsilon.
\]
Since \((c_{\nu}^{-1/2})_{\nu\in F} \in \ell^1(F)\) and (7.6), we get
\[
\sum_{\nu \in F\setminus \Lambda_{\epsilon}} a_{j,\nu} \leq \left( \sum_{\nu \in F\setminus \Lambda_{\epsilon}} a_{j,\nu}^2 \right)^{1/2} \left( \sum_{\nu \in F\setminus \Lambda_{\epsilon}} c_{\nu}^{-1} \right)^{1/2} \leq C_1 \left( \sum_{\nu \in F\setminus \Lambda_{\epsilon}} c_{\nu}^{-2} \right)^{1/2} \leq C_2 \delta
\]
with the constant \(C\) independent of \(j\) and \(\epsilon\). Thus,
\[
\sum_{\nu \in F\setminus \Lambda_{\epsilon}} \sum_{j=0}^{L(\epsilon)} a_{j,\nu} = \sum_{\nu \in F\setminus \Lambda_{\epsilon}} \sum_{j=0}^{L(\epsilon)} a_{j,\nu} \leq C_1 (1 + L(\epsilon)) \delta. \quad (7.8)
\]

Next with \(C_2\) as in (7.6),
\[
\sum_{\nu \in \Lambda_{\epsilon}} \sum_{j=0}^{L(\epsilon)} a_{j,\nu} \leq \sum_{\nu \in \Lambda_{\epsilon}} \sum_{j=0}^{L(\epsilon)} a_{j,\nu} w_j^{\alpha} d_{\nu}^{1/2} d_{\nu}^{-1/2}
\]
\[
\leq \left( \sum_{\nu \in \Lambda_{\epsilon}} \sum_{j=0}^{L(\epsilon)} (a_{j,\nu} w_j^{\alpha} d_{\nu}^{1/2})^2 \right)^{1/2} \left( \sum_{\nu \in \Lambda_{\epsilon}} \sum_{j \geq l_{\epsilon,\nu}} (d_{\nu}^{-1/2} w_j^{-\alpha})^2 \right)^{1/2}
\]
\[
\leq C_2 (1 + L(\epsilon)) \left( \sum_{\nu \in \Lambda_{\epsilon}} \sum_{j \geq l_{\epsilon,\nu}} (d_{\nu}^{-1/2} w_j^{-\alpha})^2 \right)^{1/2}. \quad (7.9)
\]

Assumption 7.1 (iv) implies for some \(C_3\)
\[
\sum_{j \geq l_{\epsilon,\nu}} w_j^{-2\alpha} \leq C_3^2 (1 + w_{l_{\epsilon,\nu}})^{-2\alpha} = C_3^2 (1 + \omega_{\epsilon,\nu})^{-2\alpha},
\]
so that by (7.7) and (7.9)
\[
\sum_{\nu \in \Lambda_{\epsilon}} \sum_{j=0}^{L(\epsilon)} a_{j,\nu} \leq C_3 C_2 (1 + L(\epsilon)) \left( \sum_{\nu \in \Lambda_{\epsilon}} \sum_{j \geq l_{\epsilon,\nu}} (d_{\nu}^{-1/2} (1 + \omega_{\epsilon,\nu})^{-\alpha})^2 \right)^{1/2}
\]
\[
\leq C_3 C_2 K_{2\delta}^2 (1 + L(\epsilon)) \left( \sum_{\nu \in \Lambda_{\epsilon}} \sum_{j \geq l_{\epsilon,\nu}} (d_{\nu}^{-1/2} \tilde{\omega}_{\epsilon,\nu}^{-\alpha})^2 \right)^{1/2}. \quad (7.10)
\]

Inserting the definition of \(\tilde{\omega}_{\epsilon,\nu}\), we have
\[
\left( \sum_{\nu \in \Lambda_{\epsilon}} \sum_{j \geq l_{\epsilon,\nu}} (d_{\nu}^{-1/2} \tilde{\omega}_{\epsilon,\nu}^{-\alpha})^2 \right)^{1/2} = \epsilon^\delta \left( \sum_{\mu \in \Lambda_{\epsilon}} d_{\mu}^{-1/2} \tilde{\omega}_{\epsilon,\nu}^{-\alpha} \right)^{1/2} \left( \sum_{\nu \in \Lambda_{\epsilon}} d_{\nu}^{-1/2} d_{\nu}^{1/2} \tilde{\omega}_{\epsilon,\nu}^{-\alpha} \right)^{1/2} = \epsilon^\delta, \quad (7.11)
\]
where we used
\[
-1 + \frac{2\alpha}{1 + 2\alpha} = -\frac{(1 + 2\alpha) + 2\alpha}{1 + 2\alpha} = -\frac{1}{1 + 2\alpha}.
\]

Using Assumption 7.1 (ii) and the definition of \(\text{work}(l_{\epsilon})\) in (7.5) we get
\[
L(\epsilon) \leq \log(1 + \max_{\nu \in F} \omega_{\epsilon,\nu}) \leq \log(1 + \text{work}(l_{\epsilon})). \quad (7.12)
\]
Next, we compute an upper bound for work($l_\varepsilon$). By definition of work($l_\varepsilon$) in (7.5), and using Assumption 7.1 (i) as well as $\omega_{\varepsilon, \nu} = w_{\varepsilon, \nu}$,

$$\text{work}(l_\varepsilon) = \sum_{\nu \in \Lambda_\varepsilon} p_\nu(1) \sum_{\{j \in \mathbb{N} : j \leq l_\varepsilon, \nu\}} w_j \leq \sum_{\nu \in \Lambda_\varepsilon} p_\nu(1) K_{\nu} \omega_{\varepsilon, \nu}$$

$$\leq K_{\nu} \sum_{\nu \in \Lambda_\varepsilon} p_\nu(1) \tilde{\omega}_{\varepsilon, \nu} \leq K_{\nu} \varepsilon^{-\frac{\delta}{\alpha}} \left( \sum_{\nu \in \Lambda_\varepsilon} p_\nu(1) d_\nu^{1+2\alpha} \right)^{\frac{1}{1+2\alpha} + 1}, \quad (7.14)$$

where we used $p_\nu(1) = p_\nu(1/2 + \alpha)^{2/(1+2\alpha)}$ and the fact that $p_\nu(1) \geq 1$ for all $\nu$.

We distinguish between the two cases

$$\frac{2}{1+2\alpha} \geq q_2 \quad \text{and} \quad \frac{2}{1+2\alpha} < q_2.$$ 

In the first case, since $(p_\mu(1/2 + \alpha)d_\mu^{-1/2})_{\mu \in \mathcal{F}} \in \ell^{q_2}(\mathcal{F})$, (7.14) implies

$$\text{work}(l_\varepsilon) \leq C e^{-\frac{\delta}{\alpha}} \quad (7.15)$$

and hence, $\log(\text{work}(l_\varepsilon)) \leq \log \left( C e^{-\frac{\delta}{\alpha}} \right)$. Then (7.13) together with (7.15) implies

$$\sum_{\nu \in \mathcal{F}} \sum_{j = l_\varepsilon, \nu} \sum_{\varepsilon} a_{j, \nu} \leq C (1 + \log(\varepsilon^{-1})) \varepsilon^{\delta}.$$

For every $n \in \mathbb{N}$, we can find $\varepsilon_n > 0$ such that $\frac{n}{2} \leq C \varepsilon_n^{-\frac{\alpha}{\delta}} \leq n$. Then the claim of the corollary in the case $\frac{2}{1+2\alpha} \geq q_2$ holds true for the chosen $\varepsilon_n$.

Finally, let us address the case $\frac{2}{1+2\alpha} < q_2$. Then, by (7.14) and using Hölder’s inequality with $q_2 \frac{1+2\alpha}{2} > 1$ we get

$$\text{work}(l_\varepsilon) \leq K_{\nu} \varepsilon^{-\frac{\delta}{\alpha}} \| (p_\nu(1/2 + \alpha)d_\nu^{-1/2})_{\nu \in \mathcal{F}} \|_{\ell^{q_2}(\mathcal{F})} \|_{\Lambda_\varepsilon} \left( 1 - \frac{2}{q_2(1+2\alpha)} \right)^{1+2\alpha}$.

Since

$$|\Lambda_\varepsilon| = \sum_{\nu \in \Lambda_\varepsilon} 1 = \sum_{\nu \in \Lambda_\varepsilon} c_{\nu}^{-\frac{q_1}{2}} \leq C \varepsilon^{-\frac{q_1}{2}} ,$$

we obtain

$$\text{work}(l_\varepsilon) \leq K_{\nu} \varepsilon^{-\frac{\delta}{\alpha} - \frac{q_1}{2}} \left( 1 - \frac{2}{q_2(1+2\alpha)} \right)^{1+2\alpha} \leq C \varepsilon^{-\frac{q_1}{2}} \left( \frac{\alpha - \frac{1}{q_2} + \frac{1}{q_1}}{\alpha - \frac{1}{q_2} + \frac{1}{q_1}} \right).$$

For every $n \in \mathbb{N}$, we can find $\varepsilon_n > 0$ such that

$$\frac{n}{2} \leq C \varepsilon_n^{-\frac{q_1}{2}} \left( \frac{\alpha - \frac{1}{q_2} + \frac{1}{q_1}}{\alpha - \frac{1}{q_2} + \frac{1}{q_1}} \right) \leq n.$$

Thus the claim also holds true in the case $\frac{2}{1+2\alpha} < q_2.$
7.5 Multilevel interpolation

We are now in position to formulate a multilevel interpolation convergence theorem. To this end, we observe that our proofs of approximation rates have been constructive: rather than being based on a best $N$-term selection from the infinite set of Wiener-Hermite PC expansion coefficients, a constructive selection process of “significant” Wiener-Hermite PC expansion coefficients, subject to a given prescribed approximation tolerance, has been provided. In the present section, we turn this into a concrete, numerical selection process with complexity bounds. In particular, we provide an a-priori allocation of discretization levels to Wiener-Hermite PC expansion coefficients. This results on the one hand in an explicit, algorithmic definition of a family of multilevel interpolants which is parametrized by an approximation threshold $\varepsilon > 0$. On the other hand, it will result in mathematical convergence rate bounds in terms of computational work rather than in terms of, for example, number of active Wiener-Hermite PC expansion coefficients, which rate bounds are free from the curse of dimensionality.

The idea is as follows: let $b_1 = (b_{1,j})_{j \in \mathbb{N}} \in \ell^{p_1}(\mathbb{N})$, $b_2 = (b_{2,j})_{j \in \mathbb{N}} \in \ell^{p_2}(\mathbb{N})$, and $\xi$ be the two sequences and constant from Assumption 7.2. For two constants $K > 0$ and $r > 3$ (which are still at our disposal and which will be specified below), set for all $j \in \mathbb{N}$

$$\rho_{1,j} := b_{1,j}^{p_1-1} \frac{\xi}{4\|b_1\|_{\ell^{p_1}}}, \quad \rho_{2,j} := b_{2,j}^{p_2-1} \frac{\xi}{4\|b_2\|_{\ell^{p_2}}}.$$  \hspace{1cm} (7.16)

We let for all $\nu \in \mathcal{F}$ (as in Lemma 6.5 for $k = 1$ and with $\tau = 3$)

$$c_{\nu} := \prod_{j \in \mathbb{N}} \max \{1, K \rho_{1,j}\}^{2\nu_j^{-3}}, \quad d_{\nu} := \prod_{j \in \mathbb{N}} \max \{1, K \rho_{2,j}\}^{2\nu_j^{-3}}.$$  \hspace{1cm} (7.17)

Based on those two sequences, Algorithm 1 provides a collection of discretization levels which sequence depends on $\varepsilon > 0$ and is indexed over $\mathcal{F}$. We denote it by $l_\varepsilon = (l_{\varepsilon, \nu})_{\nu \in \mathcal{F}}$. We now state an upper bound for the error of the corresponding multilevel interpolants in terms of the work measure in (7.5) as $\varepsilon \to 0$.

**Theorem 7.6.** Let $u \in L^2(U, X; \gamma)$ and $u^l \in L^2(U, X; \gamma)$, $l \in \mathbb{N}$, satisfy Assumption 7.2 with some constants $\alpha > 0$ and $0 < p_1 < 2/3$ and $p_1 \leq p_2 < 1$. Set $q_1 := p_1/(1 - p_1)$. Assume that $r > 2(1 + (\alpha + 1)q_1)/q_1 + 3$ (for $r$ as defined in (7.17)). There exist constants $K > 0$ (in (7.17)) and $C > 0$ such that the following holds.

For every $n \in \mathbb{N}$, there are positive constants $\varepsilon_n \in (0, 1]$ such that $\text{work}(l_{\varepsilon_n}) \leq n$ and with $l_{\varepsilon_n} = (l_{\varepsilon_n, \nu})_{\nu \in \mathcal{F}}$ as defined in Lemma 7.5 (where $c_{\nu}$, $d_{\nu}$ as in (7.17)) it holds

$$\|u - I_{l_{\varepsilon_n}}^{\text{ML}}u\|_{L^2(U, X; \gamma)} \leq C(1 + \log n)n^{-R}$$

with the convergence rate

$$R := \min \left\{ \alpha, \frac{\alpha(p_1^{-1} - 3/2)}{\alpha + p_1^{-1} - p_2^{-1}} \right\}.$$

**Proof.** Throughout this proof we write $b_1 = (b_{1,j})_{j \in \mathbb{N}}$ and $b_2 = (b_{2,j})_{j \in \mathbb{N}}$ for the two sequences in Assumption 7.2. We point out that $\Gamma_j$ defined in (7.2) is downward closed for all $j \in \mathbb{N}_0$. This can be easily deduced from the fact that the sequences $(c_{\nu})_{\nu \in \mathcal{F}}$ and $(d_{\nu})_{\nu \in \mathcal{F}}$ are monotonically increasing (i.e., e.g., $\nu \leq \mu$ implies $c_{\nu} \leq c_{\mu}$) and the definition of $\Lambda_\varepsilon$ and $l_{\varepsilon, \nu}$ in Algorithm 1. We will use this fact throughout the proof, without mentioning it at every instance.
**Step 1.** Given \( n \in \mathbb{N} \), we choose \( \varepsilon := \varepsilon_n \) as in Lemma 7.5. Fix \( N \in \mathbb{N} \) such that \( N > \max \{ j : j \in \supp(\nu), c_{e_j} > 0 \} \) and so large that

\[
\|u - \tilde{u}_N\|_{L^2(U, X; \gamma)} \leq n^{-R},
\]

where \( \tilde{u}_N : U \to X \) is as in Definition 4.1 (this is possible due to

\[
\lim_{N \to \infty} \|u - \tilde{u}_N\|_{L^2(U, X; \gamma)} = 0,
\]

which holds by the \((b_1, \xi, \delta, X)-\)holomorphy of \( u \). By Assumption 7.2, for every \( j \in \mathbb{N} \) the function \( e^j := u - u^j \in L^2(U, X; \gamma) \) is \((b_1, \xi, \delta, X)-\)holomorphic and \((b_2, \xi, \delta \nu_0, X)-\)holomorphic. For notational convenience we set \( e^0 := u - 0 = u \in L^2(U, X; \gamma) \), so that \( e^0 \) is \((b_1, \xi, \delta, X)-\)holomorphic and \((b_2, \xi, \delta, X)-\)holomorphic. Hence for every \( j \in \mathbb{N}_0 \) there exists a function \( \tilde{e}^j_N = \tilde{u}_N - \tilde{u}_N \) as in Definition 4.1 (iii).

In the rest of the proof we use the following facts:

(i) By Lemma 6.10, for every \( j \in \mathbb{N}_0 \), with the Wiener-Hermite PC expansion coefficients

\[
\tilde{e}^j_{N, \nu} := \int_U H_\nu(y) \tilde{e}^j_N(y) d\gamma(y),
\]

it holds

\[
\tilde{e}^j_N(y) = \sum_{\nu \in F} \tilde{e}^j_{N, \nu} H_\nu(y) \quad \forall y \in U,
\]

with pointwise absolute convergence.

(ii) By Lemma 6.5, upon choosing \( K > 0 \) in (7.17) large enough, and because \( r > 3 \),

\[
C_0 e_{\nu} p_\nu(3) \leq \beta_\nu(r, \varrho_1), \quad C_0 d_{\nu} p_\nu(3) \leq \beta_\nu(r, \varrho_2) \quad \forall \nu \in F_1.
\]

We point out that by definition of \( \varrho_i, i \in \{1, 2\} \), in (7.16), it holds \( q_i j \sim b_{i,j}^{1-p_i} \) and therefore \( (g_{i,j})_{j \in \mathbb{N}} \in \ell^p(\mathbb{N}) \) with \( q_i := p_i/(1 - p_i), i \in \{1, 2\} \).

(iii) Due to \( r > 2(1 + \alpha + 1)q_1)/q_1 + 3 \), the condition of Lemma 6.6 is satisfied (with \( k = 1, \tau = 3 \) and \( \theta = (1 + 1)q_1 \)). Hence the lemma gives

\[
\sum_{\nu \in F} p_\nu((\alpha + 1)q_1) c_\nu^{-q_1/2} < \infty \quad \Rightarrow \quad (p_\nu(\alpha + 1) c_\nu^{-1/2})_{\nu \in F} \in \ell^q(\mathbb{F})
\]

and similarly

\[
\sum_{\nu \in F} p_\nu((\alpha + 1)q_2) d_\nu^{-q_2/2} < \infty \quad \Rightarrow \quad (p_\nu(\alpha + 1) d_\nu^{-1/2})_{\nu \in F} \in \ell^{q_2}(\mathbb{F}).
\]

(iv) By Theorem 4.8 and item (ii), for all \( j \in \mathbb{N}_0 \)

\[
C_0 \sum_{\nu \in F} c_\nu \|\tilde{e}^j_{N, \nu}\|_X^2 p_\nu(3) \leq \sum_{\nu \in F} \beta_\nu(r, \varrho_1) \|\tilde{e}^j_{N, \nu}\|_X^2 \leq C \delta^2
\]

and

\[
C_0 \sum_{\nu \in F} d_\nu \|\tilde{e}^j_{N, \nu}\|_X^2 p_\nu(3) \leq \sum_{\nu \in F} \beta_\nu(r, \varrho_2) \|\tilde{e}^j_{N, \nu}\|_X^2 \leq C \frac{\delta^2}{\varrho_j^{2n}},
\]

with the constant \( C \) independent of \( j, \varrho_j \) and \( N \).
(v) Because $N \geq \max \{ j \in \text{supp} (\nu) : l_{\varepsilon, \nu} \geq 0 \}$ and $\chi_{0,0} = 0$ we have

$$I_{\Gamma_j} (u - u^j) = I_{\Gamma_j} e^j = I_{\Gamma_j} \tilde{e}^j_N$$

for all $j \in \mathbb{N}$ (cp. Remark 4.4). Similarly $I_{\Gamma_j} u = I_{\Gamma_j} \tilde{u}_N$ for all $j \in \mathbb{N}$.

**Step 2.** Observe that $\Gamma_j = \emptyset$ for all $j > L(\varepsilon) := \max_{\nu \in \mathcal{F}} l_{\varepsilon, \nu}$ (cp. (7.2)), which is finite due to $|l_{\varepsilon}| < \infty$. With the conventions $I_{\Gamma_0} = I_{\mathcal{F}} = \text{Id}$ (i.e. $I_{\Gamma_0}$ is the identity) and $I_0 \equiv 0$ this implies

$$u = I_{\Gamma_0} u = \sum_{j=0}^{L(\varepsilon)} (I_{\Gamma_j} - I_{\Gamma_{j+1}}) u = (I_{\Gamma_0} - I_{\Gamma_1}) u + \cdots + (I_{\Gamma_{L(\varepsilon)} - 1} - I_{\Gamma_{L(\varepsilon)}}) u + I_{\Gamma_{L(\varepsilon)}} u.$$  

By definition of the multilevel interpolant in (7.3)

$$I_{L(\varepsilon)}^{ML} u = \sum_{j=1}^{L(\varepsilon)} (I_{\Gamma_j} - I_{\Gamma_{j+1}}) u^j = (I_{\Gamma_1} - I_{\Gamma_2}) u^1 + \cdots + (I_{\Gamma_{L(\varepsilon)} - 1} - I_{\Gamma_{L(\varepsilon)}}) u^{L(\varepsilon)} + I_{\Gamma_{L(\varepsilon)}} u^{L(\varepsilon)}.$$  

By item (v) of Step 1, we can write

$$(I_{\Gamma_0} - I_{\Gamma_1}) u = u - I_{\Gamma_1} u = u - I_{\Gamma_1} \tilde{u}_N = (u - \tilde{u}_N) + (I_{\Gamma_0} - I_{\Gamma_1}) \tilde{u}_N = (u - \tilde{u}_N) + (I_{\Gamma_0} - I_{\Gamma_1}) \tilde{e}_N^0,$$

where in the last equality we used $e^0_N = u_N$, by definition of $e^0 = u$ (and $\tilde{e}_N^0 = \tilde{u}_N \in L^2(U, X; \gamma)$ as in Definition 4.1). Hence, again by item (v),

$$u - I_{L(\varepsilon)}^{ML} u = (I_{\Gamma_0} - I_{\Gamma_1}) u + \sum_{j=1}^{L(\varepsilon)} (I_{\Gamma_j} - I_{\Gamma_{j+1}}) (u - u^j)$$

$$= (u - \tilde{u}_N) + (I_{\Gamma_0} - I_{\Gamma_1}) \tilde{u}_N + \sum_{j=1}^{L(\varepsilon)} (I_{\Gamma_j} - I_{\Gamma_{j+1}}) \tilde{e}_N^j$$

$$= (u - \tilde{u}_N) + \sum_{j=0}^{L(\varepsilon)} (I_{\Gamma_j} - I_{\Gamma_{j+1}}) \tilde{e}_N^j.$$  

Let us bound the norm. By item (i) of Step 1 we have for every $j \in \mathbb{N}_0$ that

$$\tilde{e}_N^j (y) = \sum_{\nu \in \mathcal{F}} \tilde{e}_{N, \nu}^j H_\nu (y),$$

with absolute pointwise convergence for all $y \in U$. Since

$$(I_{\Gamma_j} - I_{\Gamma_{j+1}}) H_\nu = 0 \in L^2(U, \gamma)$$

for all $\nu \in \Gamma_{j+1} \subseteq \Gamma_j$ by Lemma 6.2, we get

$$\|u - I_{L(\varepsilon)}^{ML} u\|_{L^2(U, X; \gamma)} \leq \|u - \tilde{u}_N\|_{L^2(U, X; \gamma)} + \sum_{\nu \in \mathcal{F}, j = l_{\varepsilon, \nu}}^{L(\varepsilon)} \sum_{\gamma} \|\tilde{e}_{N, \nu}^j\|_X \|(I_{\Gamma_j} - I_{\Gamma_{j+1}}) H_\nu\|_{L^2(U, \gamma)}.$$  

(7.19)
Step 3. We wish to apply Lemma 7.5 to the bound (7.19). By (6.5), we have for all \( \nu \in \mathcal{F} \)
\[
\| (I_{r_j} - I_{r_j+1}) H_\nu \|_{L^2(U, \gamma)} \leq \| I_{r_j} H_\nu \|_{L^2(U, \gamma)} + \| I_{r_j+1} H_\nu \|_{L^2(U, \gamma)} \leq 2p_\nu(3).
\]
Define
\[
a_{j,\nu} := \| E^{j,\nu}_{n} \|_{\ell^2}.\]
By items (iii) and (iv) of Step 1, the sequences \((a_{j,\nu})_{\nu \in \mathcal{F}}, j \in \mathbb{N}_0\), and \((c_{\nu})_{\nu \in \mathcal{F}}, (d_{\nu})_{\nu \in \mathcal{F}}\), satisfy the assumptions of Lemma 7.5. Therefore, (7.19), (7.18) and Lemma 7.5 give
\[
\| u - I_{k_n}^{ML} u \|_{L^2(U, X; \gamma)} \leq n^{-\frac{1}{2}} + \sum_{\nu \in \mathcal{F}, j \in \mathbb{N}_0} a_{j,\nu} \leq C(1 + \log n)n^{-\frac{1}{2}},
\]
with
\[
R = \min\left\{ \frac{\alpha q_1^{-1} - 1/2}{\alpha q_1^{-1} - q_2^{-1}} \right\} = \min\left\{ \frac{\alpha (p_1^{-1} - 3/2)}{\alpha + p_1^{-1} - p_2^{-1}} \right\},
\]
where we used \(q_1 = p_1/(1-p_1)\) and \(q_2 = p_2/(1-p_2)\) as stated in item (ii) of Step 1.

\[\square\]

7.6 Multilevel quadrature

We next formulate the analogue of Theorem 7.6 for multilevel quadrature. First, the definition of the sequences in (7.17) (which are used to construct the quadrature via Algorithm 1) have to be slightly adjusted. Then, we state and prove the convergence result. Its proof is along the lines of the proof of Theorem 7.6.

Let \(b_1 = (b_{1,j})_{j \in \mathbb{N}} \in \ell^{p_1}(\mathbb{N})\), \(b_2 = (b_{2,j})_{j \in \mathbb{N}} \in \ell^{p_2}(\mathbb{N})\), and \(\xi\) be the two sequences and the constant from Assumption 7.2. For two constants \(K > 0\) and \(r > 3\), which are still at our disposal and which will be defined below, we set for all \(j \in \mathbb{N}\)
\[
q_{1,j} := b_{1,j}^{p_1-1} \frac{\xi}{4\|b_1\|_{\ell^{p_1}}}, \quad q_{2,j} := b_{2,j}^{p_2-1} \frac{\xi}{4\|b_2\|_{\ell^{p_2}}}.
\]
Furthermore, we let for all \(\nu \in \mathcal{F}\) (as in Lemma 6.5 for \(k = 2\) and with \(r = 3\))
\[
c_{\nu} := \prod_{j \in \mathbb{N}} \max\{1, K q_{1,j}\}^{4u_j^{-3}}, \quad d_{\nu} := \prod_{j \in \mathbb{N}} \max\{1, K q_{2,j}\}^{4u_j^{-3}}.
\]

Theorem 7.7. Let \(u \in L^2(U, X; \gamma)\) and \(u^l \in L^2(U, X; \gamma)\), \(l \in \mathbb{N}\), satisfy Assumption 7.2 with some constants \(\alpha > 0\) and \(0 < p_1 < 4/5\) and \(p_1 \leq p_2 < 1\). Set \(q_1 := p_1/(1-p_1)\). Assume that \(r > 2(1 + (\alpha + 1)q_1/2)/q_1 + 3\) (for \(r\) in (7.21)). There exist constants \(K > 0\) (in (7.21)) and \(C > 0\) such that the following holds.

There exist \(C > 0\) and, for every \(n \in \mathbb{N}\) there exists \(e_n \in (0,1]\) such that such that work(\(I_{<n}\)) \(\leq n\) and with \(l_{n} = (l_{n,\nu})_{\nu \in \mathcal{F}}\) as in Corollary 7.5 (with \(c_{\nu}, d_{\nu}\) as in (7.21)) it holds
\[
\left\| \int_{U} u(y) \, d \gamma(y) - Q_{k_n}^{ML} u \right\|_{X} \leq C(1 + \log n)n^{-R},
\]
with the convergence rate
\[
R := \min\left\{ \frac{\alpha (2p_1^{-1} - 5/2)}{\alpha + 2p_1^{-1} - 2p_2^{-1}} \right\}.
\]
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Proof. Throughout this proof we write $b_1 = (b_{1,j})_{j \in \mathbb{N}}$ and $b_2 = (b_{2,j})_{j \in \mathbb{N}}$ for the two sequences in Assumption 7.2. As in the proof of Theorem 7.6 we point out that $\Gamma_j$ defined in (7.2) is downward closed for all $j \in \mathbb{N}_0$.

**Step 1.** Given $n \in \mathbb{N}$, we choose $\varepsilon := \varepsilon_n$ as in Lemma 7.5. Fix $N \in \mathbb{N}$ such that $N > \max\{j : j \in \text{supp}(\nu), l_{\varepsilon,\nu} > 0\}$ and so large that

$$\left\| \int_U (u(y) - \tilde{u}_N(y)) \, d\gamma(y) \right\|_X \leq n^{-R}, \quad (7.22)$$

where $\tilde{u}_N : U \to X$ is as in Definition 4.1 (this is possible due $\lim_{N \to \infty} \|u - \tilde{u}_N\|_{L^2(U,X,\gamma)} = 0$ which holds by the $(b_1, \xi, \delta, X$)-holomorphy of $u$).

By Assumption 7.2, for every $j \in \mathbb{N}$ the function $e^j := u - u^j \in L^2(U,X;\gamma)$ is $(b_1, \xi, \delta, X$)-holomorphic and $(b_2, \xi, \delta, X$)-holomorphic. For notational convenience we set $e^0 := u - 0 = u \in L^2(U,X;\gamma)$, so that $e^0$ is $(b_1, \xi, \delta, X$)-holomorphic and $(b_2, \xi, \delta, X$)-holomorphic. Hence for every $j \in \mathbb{N}_0$ there exists a function $e_N^j = \tilde{u}_N - u_N^j$ as in Definition 4.1 (iii).

The following assertions are identical to the ones in the proof of Theorem 7.6, except that we now admit different summability exponents $q_1$ and $q_2$.

(i) By Lemma 6.10, for every $j \in \mathbb{N}_0$, with the Wiener-Hermite PC expansion coefficients

$$e^j_{N,\nu} := \int_U H_{\nu}(y)e^j_N(y) \, d\gamma(y),$$

it holds

$$e^j_N(y) = \sum_{\nu \in F} e^j_{N,\nu} H_{\nu}(y) \quad \forall y \in U,$$

with pointwise absolute convergence.

(ii) By Lemma 6.5, upon choosing $K > 0$ in (7.17) large enough, and because $r > 3$,

$$C_0c_{\nu}p_{\nu}(3) \leq \beta_{\nu}(r, q_1), \quad C_0d_{\nu}p_{\nu}(3) \leq \beta_{\nu}(r, q_2) \quad \forall \nu \in F_2.$$  

We point out that by definition of $q_i$, $i \in \{1, 2\}$, in (7.20), it holds $q_{i,j} \sim b_{i,j}^{-1-p_i}$ and therefore $(g_{i,j}^{-1})_{j \in \mathbb{N}} \in \ell^{p_i}(\mathbb{N})$ with $q_i := p_i/(1 - p_i)$, $i \in \{1, 2\}$.

(iii) Due to $r > 2(1 + 2(\alpha + 1)q_1)/q_1 + 3$, the condition of Lemma 6.6 is satisfied (with $k = 2$, $r = 3$ and $\theta = (\alpha + 1)/2$). Hence the lemma gives

$$\sum_{\nu \in F} p_{\nu}((\alpha + 1)q_1/2)c_{\nu}^{-q_1/4} < \infty \quad \Rightarrow \quad (p_{\nu}(\alpha + 1)c_{\nu}^{-1/2})_{\nu \in F} \in \ell^{q_1/2}(F)$$

and similarly

$$\sum_{\nu \in F} p_{\nu}((\alpha + 1)q_2/2)d_{\nu}^{-q_2/4} < \infty \quad \Rightarrow \quad (p_{\nu}(\alpha + 1)d_{\nu}^{-1/2})_{\nu \in F} \in \ell^{q_2/2}(F).$$

(iv) By Theorem 4.8 and item (ii), for all $j \in \mathbb{N}_0$

$$C_0 \sum_{\nu \in F_2} c_{\nu} \|e^j_{N,\nu}\|_X^p \leq C \sum_{\nu \in F_2} \beta_{\nu}(r, q_1) \|e^j_{N,\nu}\|_X^2 \leq C\varepsilon^2$$
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and
\[ C_0 \sum_{\nu \in \mathcal{F}_2} d_{\nu} \| \tilde{e}_{N,\nu}^j \|_X^2 \leq \sum_{\nu \in \mathcal{F}_2} \beta_{\nu}(r, \theta_2) \| \tilde{e}_{N,\nu}^j \|_X^2 \leq C \frac{\delta^2}{\nu^2}, \]

with the constant $C$ independent of $j$, $w_j$ and $N$.

(v) Because $N \geq \max\{j \in \text{supp}(\nu) : l_{\varepsilon,\nu} \geq 0\}$ and $\chi_{0,0} = 0$ we have $Q_{\Gamma_j}(u - u^j) = Q_{\Gamma_j} e^j = Q_{\Gamma_j} \tilde{e}_N^j$ for all $j \in \mathbb{N}$ (cp. Remark 4.4). Similarly $Q_{\Gamma_j} u = Q_{\Gamma_j} \tilde{u}_N$ for all $j \in \mathbb{N}$.

**Step 2.** Observe that $\Gamma_j = \emptyset$ for all $j > L(\varepsilon) := \max_{\nu \in \mathcal{F}_2} l_{\varepsilon,\nu}$ (cp. (7.2)), which is finite due to $|l_{\varepsilon}| < \infty$. With the conventions

\[ Q_{\Gamma_0} = Q_F = \int_U \cdot d\gamma(y) \]

(i.e. $Q_{\Gamma_0}$ is the exact integral operator) and $Q_0 \equiv 0$ this implies

\[ \int_U u(y) d\gamma(y) = Q_{\Gamma_0} u = \sum_{j=0}^{L(\varepsilon)} (Q_{\Gamma_j} - Q_{\Gamma_{j+1}}) u \]

\[ = (Q_{\Gamma_0} - Q_{\Gamma_1}) u + \ldots + (Q_{\Gamma_{L(\varepsilon)-1}} - Q_{\Gamma_{L(\varepsilon)}}) u + Q_{\Gamma_{L(\varepsilon)}} u. \]

By definition of the multilevel quadrature in (7.4)

\[ Q_{\text{ML}}^{L(\varepsilon)} u = \sum_{j=1}^{L(\varepsilon)} (Q_{\Gamma_j} - Q_{\Gamma_{j+1}}) u^j \]

\[ = (Q_{\Gamma_1} - Q_{\Gamma_2}) u^1 + \ldots + (Q_{\Gamma_{L(\varepsilon)-1}} - Q_{\Gamma_{L(\varepsilon)}}) u^{L(\varepsilon)} + Q_{\Gamma_{L(\varepsilon)}} u^{L(\varepsilon)}. \]

By item (v) of Step 1, we can write

\[ (Q_{\Gamma_0} - Q_{\Gamma_1}) u = \int_U u(y) d\gamma(y) - Q_{\Gamma_1} u \]

\[ = \int_U u(y) d\gamma(y) - Q_{\Gamma_1} \tilde{u}_N \]

\[ = \int_U (u(y) - \tilde{u}_N(y)) d\gamma(y) + (Q_{\Gamma_0} - Q_{\Gamma_1}) \tilde{u}_N \]

\[ = \int_U (u(y) - \tilde{u}_N(y)) d\gamma(y) + (Q_{\Gamma_0} - Q_{\Gamma_1}) \tilde{e}_N^0, \]

where in the last equality we used $e_0^N = u_N$, by definition of $e^0 = u$ (and $\tilde{e}_N^0 = \tilde{u}_N \in L^2(U, X; \gamma)$.
as in Definition 4.1). Hence, again by item (v),
\[
\int_U u(y) \, d\gamma(y) - Q_{\text{ML}}^N u = (Q_{\Gamma_0} - Q_{\Gamma_1}) u + \sum_{j=1}^{L(c)} (Q_{\Gamma_j} - Q_{\Gamma_{j+1}}) (u - u^j)
\]
\[
= \int_U (u(y) - \bar{u}_N(y)) \, d\gamma(y) + (Q_{\Gamma_0} - Q_{\Gamma_1}) \bar{u}_N + \sum_{j=1}^{L(c)} (Q_{\Gamma_j} - Q_{\Gamma_{j+1}}) \bar{e}_N^j
\]
\[
= \int_U (u(y) - \bar{u}_N(y)) \, d\gamma(y) + \sum_{j=0}^{L(c)} (Q_{\Gamma_j} - Q_{\Gamma_{j+1}}) \bar{e}_N^j.
\]
Let us bound the norm. By item (i) of Step 1 we have for every \( j \in \mathbb{N}_0 \) that
\[
\bar{e}_N^j(y) = \sum_{\nu \in \mathcal{F}} \bar{e}_{N,\nu}^j H_\nu(y),
\]
with absolute pointwise convergence for all \( y \in U \). Since \( (Q_{\Gamma_j} - Q_{\Gamma_{j+1}}) H_\nu = 0 \in X \) for all \( \nu \in \Gamma_{j+1} \subseteq \Gamma_j \) and all \( \nu \in \mathcal{F}\setminus\mathcal{F}_2 \) by Lemma 6.2, we get
\[
\left\| \int_U u(y) \, d\gamma(y) - Q_{\text{ML}}^N u \right\|_X \leq \left\| \int_U (u(y) - \bar{u}_N(y)) \, d\gamma(y) \right\|_X + \sum_{\nu \in \mathcal{F}_2, j=1,\nu} \sum_{\nu} \bar{e}_{N,\nu}^j \left| (Q_{\Gamma_j} - Q_{\Gamma_{j+1}}) H_\nu \right|.
\]
\[
(7.23)
\]

**Step 3.** We wish to apply Lemma 7.5 to the bound (7.23). By (6.7), for all \( \nu \in \mathcal{F} \)
\[
\left| (Q_{\Gamma_j} - Q_{\Gamma_{j+1}}) H_\nu \right| \leq |Q_{\Gamma_j} H_\nu| + |Q_{\Gamma_{j+1}} H_\nu| \leq 2p_\nu(3).
\]
Define
\[
a_{j,\nu} := \|\bar{e}_{N,\nu}^j\|_{X; \nu} p_\nu(3) \quad \forall \nu \in \mathcal{F}_2,
\]
and \( a_{j,\nu} := 0 \) for \( \nu \in \mathcal{F}\setminus\mathcal{F}_2 \). By items (iii) and (iv) of Step 1, the sequences \( (a_{j,\nu})_{\nu \in \mathcal{F}, j \in \mathbb{N}_0} \) and \( (c_{\nu})_{\nu \in \mathcal{F}}, (d_{\nu})_{\nu \in \mathcal{F}} \), satisfy the assumptions of Lemma 7.5 (with \( \tilde{q}_1 := q_1/2 \) and \( \tilde{q}_2 := q_2/2 \)). Therefore (7.23), (7.22) and Lemma 7.5 give
\[
\left\| \int_U u(y) \, d\gamma(y) - Q_{\text{ML}}^N u \right\|_X \leq n^{-R} + \sum_{\nu \in \mathcal{F}, j=1,\nu} \sum_{\nu} a_{j,\nu} \leq C(1 + \log n) n^{-R},
\]
with
\[
R = \min \left\{ \alpha, \frac{\alpha (\tilde{q}_1^{-1} - 1/2)}{\alpha + \tilde{q}_1^{-1} - \tilde{q}_2^{-1}} \right\} = \min \left\{ \alpha, \frac{\alpha (2p_1^{-1} - 5/2)}{\alpha + 2p_1^{-1} - 2p_2^{-1}} \right\},
\]
where we used \( \tilde{q}_1 = q_1/2 = p_1/(2 - 2p_1) \) and \( \tilde{q}_2 = q_2/2 = p_2/(2 - 2p_2) \) as stated in item (ii) of Step 1.

**Remark 7.8.** We comment on the relation of the present analysis to the recent paper [40]. Also there, multilevel algorithms for parametric PDEs with lognormally distributed input data were proposed.
Specifically, in [40], by combining spatial and parametric approximability in the spatial domain and weighted $\ell^2$-summability of the $V$ and $W$ norms of Wiener-Hermite PC expansion coefficients obtained in [9, 8], the author constructed linear non-adaptive methods of fully discrete approximation by truncated Wiener-Hermite PC expansion and polynomial interpolation approximation as well as fully discrete weighted quadrature for parametric and stochastic elliptic PDEs with lognormal inputs, and proved the convergence rates of approximation by them. The results in [40] assume as fully discrete weighted quadrature for parametric and stochastic elliptic PDEs with lognormal by truncated Wiener-Hermite PC expansion and polynomial interpolation approximation as well as.

$n$-dimensional subspaces $V_n \subset H^1_0(D)$ such that $\|P_n(v)\|_{H^1_0(D)} \leq C_1\|v\|_{H^1_0(D)}$ and $\|v - P_n(v)\|_{H^1_0(D)} \leq C_2n^{-\alpha}\|v\|_W$ for all $n \in \mathbb{N}_0$ and for all $v \in W$, where the constants $C_1, C_2$ are independent of $n$. However, the assumption of $P_n$ being independent of $y$ is typically not satisfied if $P_n(u(y)) = u^0(y)$ is a numerical approximation to $u(y)$ (as, e.g., a Finite-Element or a Finite-Difference discretization).

In contrast, the present analysis is based on quantified, parametric holomorphy of the discrete approximations $u^l$ to $u$ as in Assumption 7.2. For example, assume that $u : U \rightarrow H^1_0(D)$ is the solution of the parametric PDE $-\text{div}(a(y)\nabla u(y)) = f$ for some $f \in L^2(D)$ and a parametric diffusion coefficient $a(y) \in L^\infty(D)$ such that $\text{ess inf}_{x \in D} a(y, x) > 0$ for every $y \in U$. Then $u^l : U \rightarrow H^1_0(D)$ could be a numerical approximation to $u$, such as the FEM solution: for every $l \in \mathbb{N}$ there is a finite dimensional discretization space $X_l \subseteq H^1_0(D)$, and $\int_D \nabla u^l(y) \cdot a(y)\nabla v \, dx = \int_D f v \, dx$ for every $v \in X_l$ and for every $y \in U$. Hence $u^l(y)$ is the orthogonal projection of $u(y)$ onto $X_l$ w.r.t. the inner product $\langle v, w \rangle_{a(y)} := \int_D \nabla v \cdot a(y)\nabla w \, dx$ on $H^1_0(D)$. We may write this as $u^l(y) = P_l(y)u(y)$, for a $y$-dependent projector $P_l(y) : H^1_0(D) \rightarrow X_l$. This situation is covered by Assumption 7.2.

### 7.7 Examples for multilevel approximation

We revisit the examples in Sections 4 and 5, and demonstrate how to verify the assumptions required for our multilevel convergence rate results in Theorem 7.6 and Theorem 7.7.

#### 7.7.1 Parametric diffusion coefficient in polygonal domain

Let $D \subseteq \mathbb{R}^2$ be a bounded polygonal Lipschitz domain, and consider once more the elliptic equation

$$-\text{div}(a\nabla U(a)) = f \quad \text{in } D, \quad U(a) = 0 \quad \text{on } \partial D, \quad (7.24)$$

as in Section 4.3.1.

For $s \in \mathbb{N}_0$ and $\varpi \in \mathbb{R}$, recall the Kondrat’ev spaces $W^s_\varpi(D)$ and $\mathcal{K}^s_{\varpi}(D)$ with norms

$$\|u\|_{\mathcal{K}^s_{\varpi}} := \sum_{|\alpha| \leq s} \|r_D^{1|\alpha| - \varpi}D^\alpha u\|_{L^2} \quad \text{and} \quad \|u\|_{W^s_{\varpi}} := \sum_{|\alpha| \leq s} \|r_D^{1|\alpha|}D^\alpha u\|_{L^\infty}$$

introduced in Section 3.8.1. Here, as earlier, $r_D : D \rightarrow [0, 1]$ denotes a fixed smooth function that coincides with the distance to the nearest corner, in a neighbourhood of each corner. According to Theorem 3.29, assuming $s \geq 2$, $f \in \mathcal{K}^{s-2}_{\varpi-1}(D)$ and $a \in W^s_{\varpi-1}(D)$ the solution $U(a)$ of (7.24) belongs to $\mathcal{K}^{s+1}_{\varpi+1}(D)$ provided that with

$$\rho(a) := \text{ess inf}_{x \in D} \Re(a(x)) > 0,$$
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where $\tau$ is a constant depending on $D$ and $s$. Our goal is to uniformly treat a family of diffusion coefficients $a(y)$, $y \in U$, where for certain $y \in U$ the diffusion coefficient $a(y)$ is such that the right-hand side of (7.25) might be arbitrarily small. This only leaves us with the choice $\varkappa = 0$, see Remark 3.31. On the other hand, the motivation of using Kondrat’ev spaces in the analysis of approximations to PDE solutions $\mathcal{U}(a(y))$, is that functions in $K_{\varkappa+1}(D)$ on polygonal domains in $\mathbb{R}^2$ can be approximated with the optimal convergence rate $\frac{s-1}{2}$ w.r.t. the $H^1$-norm by suitable finite element spaces (on graded meshes; i.e. this analysis accounts for corner singularities which prevent optimal convergence rates on uniform meshes). Such results are well-known, see for example [23], however they require $\varkappa > 0$. For this reason we need a stronger regularity result, giving uniform $K_{\varkappa+1}$-regularity with $\varkappa > 0$ independent of the parameter. This is the purpose the next theorem.

For its proof we shall need the following lemma, which is shown in a similar way as in [104, Lemma C.2]. We recall that

$$\|f\|_{W_{\infty}^s} := \sum_{|\nu| \leq s} \|D^\nu f\|_{L^\infty}.$$  

**Lemma 7.9.** Let $s \in \mathbb{N}_0$ and let $D \subseteq \mathbb{R}^d$ be a Lipschitz domain, $d \in \mathbb{N}$. There exist $C_s$ and $\tilde{C}_s$ such that for any two functions $f$, $g \in W_{\infty}^s(D)$

(i) $\|fg\|_{W_{\infty}^s} \leq C_s \|f\|_{W_{\infty}^s} \|g\|_{W_{\infty}^s},$

(ii) $\|\frac{1}{f}\|_{W_{\infty}^s} \leq \tilde{C}_s \frac{\|f\|_{W_{\infty}^s}}{\text{ess inf}_{x \in D} |f(x)|^{1+\tau}}$ if $\text{ess inf}_{x \in D} |f(x)| > 0$.

These statements remain true if $W_{\infty}^s(D)$ is replaced by $W_{\infty}^s(D)$. Furthermore, if $\varkappa \in \mathbb{R}$, then for $f \in K_{\varkappa}(D)$ and $a \in W_{\infty}^s(D)$

(iii) $\|f\|_{K_{\varkappa}^s a} \leq C_s \|f\|_{K_{\varkappa}^s} \|a\|_{W_{\infty}^s},$

(iv) $\|\nabla f \cdot \nabla a\|_{K_{\varkappa-1}^s} \leq C_{s-1} \|f\|_{K_{\varkappa}^s} \|a\|_{W_{\infty}^s}$ if $s \geq 1$.

**Proof.** We will only prove (i) and (ii) for functions in $W_{\infty}^s(D)$. The case of $W_{\infty}^s(D)$ is shown similarly (by omitting all occurring functions $r_D$ in the following).

**Step 1.** We start with (i), and show a slightly more general bound: for $\tau \in \mathbb{R}$ introduce

$$\|f\|_{W_{\tau,\infty}^s} := \sum_{|\nu| \leq s} \|r_D^{\tau+|\nu|} D^\nu f\|_{L^\infty},$$

i.e. $W_{0,\infty}^s(D) = W_{\infty}^s(D)$. We will show that for $\tau_1 + \tau_2 = \tau$

$$\|fg\|_{W_{\tau,\infty}^s} \leq C_s \|f\|_{W_{\tau_1,\infty}^s} \|g\|_{W_{\tau_2,\infty}^s}.$$  

(7.26)

Item (i) then follows with $\tau = \tau_1 = \tau_2 = 0$.

Using the multivariate Leibniz rule for Lipschitz functions, for any multiindex $\nu \in \mathbb{N}_0^d$ with $d \in \mathbb{N}$ fixed,

$$D^\nu f = \sum_{\mu \leq \nu} \binom{\nu}{\mu} D^{\nu-\mu} f D^\mu g.$$  

(7.27)
Thus if $|\nu| \leq s$

$$
\|r_\nu^s D^\nu (fg)\|_{L^\infty} \leq \sum_{\mu \leq \nu} \binom{\nu}{\mu} \|r_\nu^s \|D^{\nu - \mu} f\|_{L^\infty} \|r_\nu^s \|D^{\mu} g\|_{L^\infty} \leq 2|\nu| \|f\|_{W^s_{r,1,\infty}} \|g\|_{W^{s+1}_{r,\infty}},
$$

where we used $\binom{n}{m} = \prod_{j=1}^{d} \binom{\nu_j}{\nu_m}$ and $\sum_{i=0}^{\nu_j} \binom{\nu_j}{i} = 2^\nu_j$. We conclude

$$
\|fg\|_{W^s_{r,\infty}} \leq C_s \|f\|_{W^s_{r,\infty}} \|g\|_{W^{s+1}_{r,\infty}}
$$

with $C_s = \sum_{|\nu| \leq s} 2|\nu|$. Hence (i) holds.

**Step 2.** We show (ii), and claim that for all $|\nu| \leq s$ it holds

$$
D^\nu \left( \frac{1}{f} \right) = \frac{p_\nu}{f^{\nu+1}} \tag{7.28}
$$

where $p_\nu$ satisfies

$$
\|p_\nu\|_{W^{s-|\nu|}_{r,\infty}} \leq \hat{C}_|\nu| \|f\|_{W^s_{r,\infty}} \tag{7.29}
$$

for some $\hat{C}_|\nu|$ solely depending on $|\nu|$. We proceed by induction over $|\nu|$ and start with $|\nu| = 1$, i.e. $\nu = e_j = (\delta_{ij})_{i=1}^d$ for some $j \in \{1, \ldots, d\}$. Then $D^e_j \frac{1}{f} = \frac{-\partial_j f}{f^2}$ and $p_{e_j} = -\partial_j f$ satisfies

$$
\|p_{e_j}\|_{W^{s-1}_{r,\infty}} = \sum_{|\mu| \leq s-1} \|r_\nu^s \|D^{\mu} p_{e_j}\|_{L^\infty} \leq \sum_{|\mu| \leq s-1} \|r_\nu^s \|D^{\mu+e_j} f\|_{L^\infty} \leq \|f\|_{W^s_{r,\infty}},
$$

i.e. $\hat{C}_1 = 1$. For the induction step fix $\nu$ with $1 < |\nu| < s$ and $j \in \{1, \ldots, d\}$. Then by the induction hypothesis $D^\nu \frac{1}{f} = \frac{p_\nu}{f^{\nu+1}+1}$ and

$$
D^{\nu+e_j} \frac{1}{f} = \partial_j \left( \frac{p_\nu}{f^{\nu+1}} \right) = \frac{f^{\nu+1} \partial_j p_\nu - (|\nu| + 1) f^{\nu+1} p_\nu \partial_j f}{f^{2\nu+2}} = \frac{f \partial_j p_\nu - (|\nu| + 1) p_\nu \partial_j f}{f^{2\nu+2}},
$$

and thus

$$
p_{\nu+e_j} := f \partial_j p_\nu - (|\nu| + 1) p_\nu \partial_j f.
$$

Observe that

$$
\|\partial_j g\|_{W^s_{r,\infty}} = \sum_{|\mu| \leq s} \|r_\nu^s D^{\mu+e_j} g\|_{L^\infty} \leq \sum_{|\mu| \leq s+1} \|r_\nu^s D^{\mu-1} g\|_{L^\infty} = \|g\|_{W^{s+1}_{r-1,\infty}}. \tag{7.30}
$$

Using (7.26) and (7.30), we get with $\tau := |\nu| + 1$

$$
\|p_{\nu+e_j}\|_{W^s_{r,\infty}} \leq \|f \partial_j p_\nu\|_{W^s_{r,\infty}} + (|\nu| + 1) \|p_\nu \partial_j f\|_{W^s_{r,\infty}}
\leq C_{s-r} \|f\|_{W^s_{r,\infty}} \|\partial_j p_\nu\|_{W^s_{r,\infty}} + (|\nu| + 1) C_{s-r} \|p_\nu\|_{W^s_{r-1,\infty}} \|\partial_j f\|_{W^s_{r-1,\infty}}
\leq C_{s-r} \|f\|_{W^s_{r,\infty}} \|p_\nu\|_{W^{s+1}_{r-1,\infty}} + (|\nu| + 1) C_{s-r} \|p_\nu\|_{W^{s+1}_{r-1,\infty}} \|f\|_{W^s_{r,\infty}}.
$$

Due to $\tau - 1 = |\nu|$ and the induction hypothesis (7.29) for $p_\nu$,

$$
\|p_{\nu+e_j}\|_{W^{s-|\nu|}_{r,\infty}} \leq C_{s-|\nu|+1} \left( \hat{C}_|\nu| \|f\|_{W^{s-|\nu|}_{r,\infty}} \|f\|_{W^s_{r,\infty}} + (|\nu| + 1) \hat{C}_|\nu| \|f\|_{W^s_{r,\infty}} \|f\|_{W^s_{r,\infty}} \right)
\leq C_{s-|\nu|+1} \left( \hat{C}_|\nu| (|\nu| + 2) \|f\|_{W^s_{r,\infty}} \right).$$
In all this shows the claim with \( \hat{C}_1 := 1 \) and inductively for \( 1 < k \leq s \),
\[
\hat{C}_k := C_{s-k} \hat{C}_{k-1}(k + 1).
\]
By (7.28) and (7.29), for every \( |\nu| \leq s \)
\[
\left\| r_D^{|\nu|} D^\nu \left( \frac{1}{f} \right) \right\|_{L^\infty} \leq \hat{C} |\nu| \frac{\| f \|_{W^{|\nu|}_\infty}}{\inf_{x \in \Omega} |f(x)| |\nu|+1}
\]
Due to \( \| f \|_{W^{|\nu|}_\infty} \geq \| f \|_{L^\infty} \geq \inf_{x \in \Omega} |f(x)| \), this implies
\[
\left\| \frac{1}{f} \right\|_{W^{|\nu|}_\infty} = \sum_{|\nu| \leq s} \left\| r_D^{|\nu|} D^\nu \left( \frac{1}{f} \right) \right\|_{L^\infty} \leq \hat{C}_s \frac{\| f \|_{W^{|\nu|}_\infty}}{\inf_{x \in \Omega} |f(x)| |\nu|+1}
\]
with \( \hat{C}_s := \sum_{|\nu| \leq s} \hat{C}_{|\nu|} \).

**Step 3.** We show (iii) and (iv). If \( f \in K^s_{\kappa}(D) \) and \( a \in W^s_{\kappa}(D) \), then by (7.27) for Sobolev functions,
\[
r_D^{\nu - \kappa} D^\nu (fa) = \sum_{\mu \leq \nu} \binom{\nu}{\mu} (r_D^{\mu - \kappa} D^\nu f)(r_D^{|\mu|} D^\mu a)
\]
and hence
\[
\| fa \|_{K^s_{\kappa}} = \sum_{|\nu| \leq s} \| r_D^{\nu - \kappa} D^\nu (fa) \|_{L^2}
\leq \sum_{|\nu| \leq s} \sum_{\mu \leq \nu} \binom{\nu}{\mu} \left\| r_D^{\nu - \kappa} D^\nu f \right\|_{L^2} \left\| r_D^{|\mu|} D^\mu a \right\|_{L^\infty}
\leq C_s \sum_{|\nu| \leq s} \left\| r_D^{\nu - \kappa} D^\nu f \right\|_{L^2} \sum_{|\mu| \leq s} \left\| r_D^{|\mu|} D^\mu a \right\|_{L^\infty}
= C_s \| f \|_{K^s_{\kappa}} \| a \|_{W^s_{\kappa}}.
\]
Finally if \( s \geq 1 \),
\[
\left\| \nabla f \cdot \nabla a \right\|_{K^{s+1}_{\kappa-1}} = \sum_{|\nu| \leq s+1} \left\| r_D^{\nu - \kappa+1} D^\nu \left( \sum_{j=1}^{d} \partial_j f \partial_j a \right) \right\|_{L^2}
\leq \sum_{|\nu| \leq s+1} \sum_{\mu \leq \nu} \binom{\nu}{\mu} \sum_{j=1}^{d} \left\| r_D^{\nu - \kappa} D^\nu f \right\|_{L^2} \left\| r_D^{|\mu|} D^\mu a \right\|_{L^\infty}
\leq C_{s+1} d \sum_{|\nu| \leq s} \left\| r_D^{\nu - \kappa} D^\nu f \right\|_{L^2} \sum_{|\mu| \leq s} \left\| r_D^{|\mu|} D^\mu a \right\|_{L^\infty}
= C_{s+1} d \| f \|_{K^{s+1}_{\kappa-1}} \| a \|_{W^{s+1}_{\kappa-1}}.
\]

The proof of the next theorem is based on Theorem 3.29. In order to get regularity in \( K^s_{\kappa+1}(D) \) with \( \kappa > 0 \) independent of the diffusion coefficient \( a \), we now assume \( a \in W^1_{\infty}(D) \cap W^{s-1}_{\infty}(D) \) in lieu of the weaker assumption \( a \in W^{s-1}_{\infty}(D) \) that was required in Theorem 3.29.
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Theorem 7.10. Let $D \subseteq \mathbb{R}^2$ be a bounded polygonal Lipschitz domain and $s \in \mathbb{N}$, $s \geq 2$. Then there exist $\varkappa > 0$ and $C_s > 0$ depending on $D$ and $s$ (but independent of $a$) such that for all $a \in W^{1}_\infty(D) \cap W^{1}_{\infty}^{-1}(D)$ and all $f \in K^{s-2}_{\varkappa}(D)$ the weak solution $U \in H^1_0(D)$ of (7.24) satisfies with $N_s := \frac{s(s-1)}{2}$

$$\|U\|_{K^{s+1}_{\varkappa}} \leq C_s \frac{1}{\rho(a)} \left( \frac{\|a\|_{W^{1}_{\infty}^{-1}} + \|a\|_{W^{1}_{\infty}}} {\rho(a)} \right)^{N_s} \|f\|_{K^{s-2}_{\varkappa}}.$$  

(7.31)

Proof. Throughout this proof let $\varkappa \in (0, 1)$ be a constant such that

$$-\Delta : K^j_{\varkappa+1}(D) \cap H^1_0(D) \to K^{j-2}_{\varkappa-1}(D)$$

(7.32)

is a boundedly invertible operator for all $j \in \{2, \ldots, s\}$; such $\varkappa$ exists by Theorem 3.29, and $\varkappa$ merely depends on $D$ and $s$.

Step 1. We prove the theorem for $s = 2$, in which case $a \in W^{1}_\infty \cap W^{1}_{\infty} = W^{1}_{\infty}$.

Applying Theorem 3.29 directly to (7.24) yields the existence of some $\tilde{\varkappa} \in (0, \varkappa)$ (depending on $a$) such that $U \in K^0_{\tilde{\varkappa}+1}(D)$.

Here we use $f \in K^0_{\varkappa-1}(D) \hookrightarrow K^0_{\tilde{\varkappa}-1}(D)$ due to $\tilde{\varkappa} \in (0, \varkappa)$. By the Leibniz rule for Sobolev functions we can write

$$-\text{div}(a \nabla U) = -a \Delta U - \nabla a \cdot \nabla U$$

in the sense of $K^0_{\tilde{\varkappa}-1}(D)$: (i) it holds $\Delta U \in K^0_{\tilde{\varkappa}-1}(D)$ and

$$a \in W^{1}_\infty(D) \hookrightarrow L^\infty(D)$$

which implies $a \Delta U \in K^0_{\tilde{\varkappa}-1}(D)$ (ii) it holds

$$\nabla U \in K^1_{\tilde{\varkappa}}(D) \hookrightarrow K^0_{\tilde{\varkappa}}(D),$$

and $\nabla a \in L^\infty(D)$ which implies $\nabla a \cdot \nabla U \in K^0_{\tilde{\varkappa}-1}(D)$. Hence,

$$-\text{div}(a \nabla U) = -a \Delta U - \nabla a \cdot \nabla U = f,$$

and further

$$-\Delta U = \frac{1}{a} \left( f + \nabla a \cdot \nabla U \right) =: \tilde{f} \in K^0_{\varkappa-1}(D)$$

since $\frac{1}{a} \in L^\infty(D)$ due to $\rho(a) > 0$. Our goal is to show that in fact $\tilde{f} \in K^0_{\varkappa-1}(D)$. Because of $-\Delta U = \tilde{f}$ and $U|_{\partial D} = 0$, Theorem 3.29 then implies

$$\|U\|_{K^{s+1}_{\varkappa}} \leq C \|\tilde{f}\|_{K^{s-2}_{\varkappa}}$$

(7.33)

for a constant $C$ solely depending on $D$.

Denote by $C_H$ a constant (solely depending on $D$) such that

$$\|r_D^{-1}v\|_{L^2} \leq C_H \|\nabla v\|_{L^2} \quad \forall v \in H^1_0(D).$$
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This constant exists as a consequence of Hardy’s inequality, see e.g. [59] and [76, 87] for the statement and proof of the inequality on bounded Lipschitz domains. Then due to

\[ \rho(a) \| \nabla U \|_{L^2}^2 \leq \Re \left( \int_D a \nabla U \cdot \nabla U \, dx \right) = \Re \left( \int_D f \nabla U \, dx \right) \leq \| r^{-\kappa}_D f \|_{L^2} \| r^{-1}_D U \|_{L^2} \leq \| f \|_{K_{\kappa^{-1}}^{0}} \| r^{-1}_D U \|_{L^2} \leq C_H \| f \|_{K_{\kappa^{-1}}^{0}} \| \nabla U \|_{L^2} \]

it holds

\[ \| \nabla U \|_{L^2} \leq \frac{C_H \| f \|_{K_{\kappa^{-1}}^{0}}}{\rho(a)}. \]

Hence, using \( r^{-\kappa}_D \leq 1 \), we have that

\[
\| \tilde{f} \|_{K_{\kappa^{-1}}^{0}} = \left\| \frac{r^{-\kappa}_D}{a} \left( f + \nabla a \cdot \nabla U \right) \right\|_{L^2} \\
\leq \left\| \frac{1}{a} \right\|_{L^\infty} \left( \| r^{-\kappa}_D f \|_{L^2} + \| \nabla a \|_{L^\infty} \| \nabla U \|_{L^2} \right) \\
\leq \frac{1}{\rho(a)} \left( \| f \|_{K_{\kappa^{-1}}^{0}} + \| a \|_{W_\infty^1} \frac{C_H \| f \|_{K_{\kappa^{-1}}^{0}}}{\rho(a)} \right) \\
= \frac{\| f \|_{K_{\kappa^{-1}}^{0}}}{\rho(a)} \left( 1 + \frac{C_H \| a \|_{W_\infty^1}}{\rho(a)} \right) \\
\leq (1 + C_H) \frac{\| a \|_{W_\infty^1}}{\rho(a)} \| f \|_{K_{\kappa^{-1}}^{0}}.
\]

The statement follows by (7.33).

**Step 2.** For general \( s \in \mathbb{N}, s \geq 2 \), we proceed by induction. Assume the theorem holds for \( s - 1 \geq 2 \). Then for

\[ f \in K_{\kappa^{-1}}^{s-2}(D) \hookrightarrow K_{\kappa^{-1}}^{s-3}(D) \]

and

\[ a \in W_{\infty}^1(D) \cap W_{\infty}^{s-1}(D) \hookrightarrow W_{\infty}^1(D) \cap W_{\infty}^{s-2}(D), \]

we get

\[ \| U \|_{K_{\kappa^{-1}}^{s+1}} \leq \frac{C_{s-1}}{\rho(a)} \left( \frac{\| a \|_{W_{\infty}^1} + \| a \|_{W_{\infty}^{s-2}}}{\rho(a)} \right)^{\frac{s-1}{s}} \| f \|_{K_{\kappa^{-1}}^{s-3}}. \quad (7.34) \]

As in Step 1, it holds

\[ -\Delta U = \frac{1}{a} \left( f + \nabla a \cdot \nabla U \right) =: \tilde{f}. \]

By Lemma 7.9 and (7.34), for some constant \( C \) (which can change in each line, but solely depends
on D and s) we have that
\[
\|\tilde{f}\|_{K_s^{k-2}} \leq C \|1\|_{W_s^{k-2}} \|f + \nabla a \cdot \nabla U\|_{K_s^{k-2}}
\]
\[
\leq C \|a\|_{W_s^{k-2}} \leq C \left( \|f\|_{K_s^{k-2}} + \|a\|_{W_s^{k-2}} \|U\|_{K_s^{k-2}} \right)
\]
\[
\leq C \frac{\|a\|_{W_s^{k-2}}}{\rho(a)^{s-1}} \left( \|f\|_{K_s^{k-2}} + C_s^{-1} \frac{\|a\|_{W_s^{k-1}}}{\rho(a)} \left( \frac{\|a\|_{K_s^{k-3}}}{\rho(a)} \right) \right)_{N_s+1} \|f\|_{K_s^{k-1}}
\]
\[
\leq C \frac{1}{\rho(a)} \left( \|a\|_{W_s^{k-1}} + \|a\|_{W_s^{k-2}} \right)_{N_s+1}^{s-1} \|f\|_{K_s^{k-2}}.
\]

Note that
\[
N_{s-1} + (s - 1) = \frac{(s - 1)(s - 2)}{2} + (s - 1) = \frac{s(s - 1)}{2} = N_s.
\]

We now use (7.34) and the fact that (7.32) is a boundedly invertible isomorphism to conclude that there exist \(C_s\) such that (7.31) holds.

Throughout the rest of this section D is assumed a bounded polygonal domain and \(\kappa > 0\) the constant from Theorem 7.10.

**Assumption 7.11.** For some fixed \(s \in \mathbb{N}, s \geq 2\), there exist constants \(C > 0\) and \(\alpha > 0\), and a sequence \((X_l)_{l \in \mathbb{N}}\) of subspaces of \(X = H_0^1(D; \mathbb{C}) = H_0^1\), such that

(i) \(w_l := \dim(X_l), l \in \mathbb{N},\) satisfies Assumption 7.1 (for some \(K_{W_0^2} > 0\)),

(ii) for all \(l \in \mathbb{N}\)

\[
\sup_{0 \neq u \in K_{s+1}^1} \inf_{v \in X_l} \|u - v\|_{H_0^1} \leq C w_l^{-\alpha}.
\]

(7.35)

The constant \(\alpha\) in Assumption 7.11 can be interpreted as the convergence rate of the finite element method. For the Kondrat’ev space \(K_{s+1}^1(D)\), finite element spaces \(X_l\) of piecewise polynomials of degree \(s - 1\) have been constructed in [23, Theorem 4.4], which achieve the optimal (in space dimension 2) convergence rate

\[
\alpha = \frac{s - 1}{2}
\]

in (7.35). For these spaces, Assumption 7.11 holds with this \(\alpha\), which consequently allows us to retain optimal convergence rates. Nonetheless we keep the discussion general in the following, and assume arbitrary positive \(\alpha > 0\).

We next introduce the finite element solutions of (7.24) in the spaces \(X_l\), and provide the basic error estimate.

**Lemma 7.12.** Let Assumption 7.11 be satisfied for some \(s \geq 2\). Let \(f \in K_{s+1}^{k-2}(D)\) and \(a \in W_1^1(D) \cap W_{s-1}^1(D) \subseteq L^\infty(D)\)

\[
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with \( \rho(a) > 0 \) and denote for \( l \in \mathbb{N} \) by \( U^l(a) \in X_l \) the unique solution of

\[
\int_D a(\nabla U^l)^\top \nabla v \, dx = \langle f, v \rangle \quad \forall v \in X_l,
\]

where the right hand side denotes the (sesquilinear) dual pairing between \( H^{-1}(D) \) and \( H^1_0(D) \). Then for the solution \( U(a) \in H^1_0(D) \) it holds with the constants \( N_s, C_s \) from Theorem 7.10,

\[
\|U(a) - U^l(a)\|_{H^1_0} \leq \mathfrak{w}_l^{-\alpha} C \left( \frac{\|a\|_{L_\infty}}{\rho(a)} \|U(a)\|_{K_{s+1}} \right) \leq \mathfrak{w}_l^{-\alpha} C C_s \left( \frac{\|a\|_{W^1_\infty} + \|a\|_{W^{s-1}_\infty}}{\rho(a)^{N_s+2}} \right) \|f\|_{K_{s-1}}.
\]

Here \( C > 0 \) is the constant from Assumption 7.11.

Proof. By Céa's lemma in complex form we derive that

\[
(U(a) - v, v) \leq \frac{\|\nabla U(a)\|_{L_\infty}}{\rho(a)} \|v\|_{K_{s+1}}.
\]

Hence the assertion follows by Assumption 7.11 and (7.31).

Throughout the rest of this section, as earlier we expand the logarithm of the diffusion coefficient

\[
a(y) = \exp \left( \sum_{j \in \mathbb{N}} y_j \psi_j \right)
\]

in terms of a sequence \( \psi_j \in W^1_\infty(D) \cap W^{s-1}_\infty(D), j \in \mathbb{N} \). Denote

\[
b_{1,j} := \|\psi_j\|_{L_\infty}, \quad b_{2,j} := \max \left\{ \|\psi_j\|_{W^1_\infty}, \|\psi_j\|_{W^{s-1}_\infty} \right\}
\]

and \( b_1 := (b_{1,j})_{j \in \mathbb{N}}, b_2 := (b_{2,j})_{j \in \mathbb{N}} \).

Example 7.13. Let \( D = [0, 1] \) and \( \psi_j(x) = \sin(jx)j^{-r} \) for some \( r > 2 \). Then \( b_1 \in \ell^p_1(\mathbb{N}) \) for every \( p_1 > \frac{1}{r} \) and \( b_2 \in \ell^p_1(\mathbb{N}) \) for every \( p_2 > \frac{1}{r-(s-1)} \).

In the next proposition we verify Assumption 7.2. This will yield validity of the multilevel convergence rates proved in Theorem 7.6 and Theorem 7.7 in the present setting as we discuss subsequently.

Proposition 7.14. Let Assumption 7.11 be satisfied for some \( s \geq 2 \) and \( \alpha > 0 \). Let \( b_1 \in \ell^p_1(\mathbb{N}), b_2 \in \ell^p_1(\mathbb{N}) \) with \( p_1, p_2 \in (0, 1) \).

Then there exist \( \xi > 0 \) and \( \delta > 0 \) such that

\[
u(y) := U \left( \exp \left( \sum_{j \in \mathbb{N}} y_j \psi_j \right) \right)
\]

is \((b_1, \xi, \delta, H^1_0)\)-holomorphic, and for every \( l \in \mathbb{N} \)

(i) \( \nu^l(y) := U^l(\exp(\sum_{j \in \mathbb{N}} y_j \psi_j)) \) is \((b_1, \xi, \delta, H^1_0)\)-holomorphic,

(ii) \( u - \nu^l \) is \((b_1, \xi, \delta, H^1_0)\)-holomorphic,
(iii) $u - u^l$ is $(b_2, \xi, \delta w^{-a}, H^1_0)$-holomorphic.

**Proof. Step 1.** We show (i) and (ii). The argument to show that $u^l$ is $(b_1, \xi, \delta, H^1_0)$-holomorphic (for some constants $\xi > 0$, $\delta > 0$ independent of $l$) is essentially the same as in Section 4.3.1.

We wish to apply Proposition 4.11 (with “$E = L^\infty(D)$” in this lemma). To this end let

$$O_1 = \{a \in L^\infty(D; \mathbb{C}) : \rho(a) > 0\} \subseteq L^\infty(D).$$

By assumption, $b_{1,j} = \|\psi_j\|_{L^\infty}$ satisfies $b_1 = (b_{1,j})_{j \in \mathbb{N}} \in \ell^1(\mathbb{N}) \subseteq \ell^1(\mathbb{N})$, which corresponds to assumption (iv) of Proposition 4.11. It remains to verify assumptions (i), (ii) and (iii) of Proposition 4.11:

(i) $\mathcal{U}^l : O_1 \to H^1_0$ is holomorphic: This is satisfied because the operation of inversion of linear operators is holomorphic on the set of boundedly invertible linear operators. Denote by $A_l : X_l \to X'_l$ the differential operator

$$A_l u = -\text{div}(a \nabla u) \in X'_l$$

via

$$\langle A_l u, v \rangle = \int_D a \nabla u^\top \nabla v \, dx \quad \forall v \in X_l.$$

Observe that $A_l$ depends boundedly and linearly (thus holomorphically) on $a$, and therefore, the map $a \mapsto A_l(a)^{-1} f = \mathcal{U}^l(a)$ is a composition of holomorphic functions. We refer once more to [102, Example 1.2.38] for more details.

(ii) It holds for all $a \in O$

$$\|\mathcal{U}^l(a)\|_{H^1_0} \leq \|f\|_{X'_l} / \rho(a) \leq \|f\|_{H^{-1}} / \rho(a).$$

The first inequality follows by the same calculation as (4.15) (but with $X$ replaced by $X_l$), and the second inequality follows by the definition of the dual norm, viz

$$\|f\|_{X'_l} = \sup_{0 \neq v \in X_l} \frac{|\langle f, v \rangle|}{\|v\|_{H^1_0}} \leq \sup_{0 \neq v \in H^1_0} \frac{|\langle f, v \rangle|}{\|v\|_{H^1_0}} = \|f\|_{H^{-1}}.$$

(iii) For all $a, b \in O$ we have

$$\|\mathcal{U}^l(a) - \mathcal{U}^l(b)\|_{H^1_0} \leq \|f\|_{H^{-1}} \frac{1}{\min\{\rho(a), \rho(b)\}^2} \|a - b\|_{L^\infty},$$

which follows again by the same calculation as in in the proof of (4.16).

According to Proposition 4.11 the map

$$\mathcal{U}^l \in L^2(U, X_l; \gamma) \subseteq L^2(U, H^1_0; \gamma)$$

is $(b_1, \xi_1, \tilde{C}_1, H^1_0)$-holomorphic, for some fixed constants $\xi_1 > 0$ and $\tilde{C}_1 > 0$ depending on $O_1$ but independent of $l$. In fact the argument also works with $H^1_0$ instead of $X_l$, i.e. also $u$ is $(b_1, \xi_1, \tilde{C}_1, H^1_0)$-holomorphic (with the same constants $\xi_1$ and $\tilde{C}_1$).
Finally, it follows directly from the definition that the difference \( u - u^l \) is \((b_1, \xi, 2\delta, H_0^1)\)-holomorphic.

**Step 2.** To show (iii), we set
\[
O_2 = \{ a \in W_0^1(D) \cap W_0^{s-1}(D) : \rho(a) > 0 \},
\]
and verify again assumptions (i), (ii) and (iii) of Proposition 4.11, but now with “E” in this lemma being \( W_0^1(D) \cap W_0^{s-1}(D) \). First let us point out that with
\[
b_{2,j} := \max\{\|\psi_j\|_{W_0^{s-1}}, \|\psi_j\|_{W_0^{s-1}}\},
\]
by assumption
\[
b_2 = (b_{2,j})_{j \in \mathbb{N}} \in \ell^p(\mathbb{N}) \hookrightarrow \ell^1(\mathbb{N})
\]
which corresponds to the assumption (iv) of Proposition 4.11.

For every \( l \in \mathbb{N} \):

(i) \( \mathcal{U} - \mathcal{U}^l : O_2 \to H_0^1(D) \) is holomorphic: Since \( O_2 \) can be considered a subset of \( O_1 \) (and \( O_2 \) is equipped with a stronger topology than \( O_1 \)), Fréchet differentiability follows by Fréchet differentiability of
\[
\mathcal{U} - \mathcal{U}^l : O_1 \to H_0^1(D),
\]
which holds by Step 1.

(ii) For every \( a \in O_2 \)
\[
\|(\mathcal{U} - \mathcal{U}^l)(a)\|_{H_0^1} \leq \omega_l^{-\alpha} CC_s \|f\|_{K_{s-2}^l} \left(\frac{\|a\|_{W_0^1} + \|a\|_{W_0^{s-1}}}{{\rho}(a)^{N_s+2}}\right) \]
by Lemma 7.12.

(iii) For every \( a, b \in O_2 \subseteq O_1 \), by Step 1 and (4.16),
\[
\|(\mathcal{U} - \mathcal{U}^l)(a) - (\mathcal{U} - \mathcal{U}^l)(b)\|_{H_0^1} \leq \|(\mathcal{U}(a) - \mathcal{U}(b))\|_{H_0^1} + \|\mathcal{U}^l(a) - \mathcal{U}^l(b)\|_{H_0^1}
\]
\[
\leq \|f\|_{H^{-1}} \frac{2}{\min\{\rho(a), \rho(b)\}} \|a - b\|_{L^\infty}.
\]

We conclude with Proposition 4.11 that there exist \( \xi_2 \) and \( \tilde{C}_2 \) depending on \( O_2 \), \( D \) but independent of \( l \) such that \( u - u^l \) is \((b_2, \xi_2, \tilde{C}_2, \delta_l, H_0^1)\)-holomorphic.

In all, the proposition holds with
\[
\xi := \min\{\xi_1, \xi_2\} \quad \text{and} \quad \delta := \max\{\tilde{C}_1, \tilde{C}_2 CC_s \|f\|_{K_{s-2}^l}\}.
\]

Items (ii) and (iii) of Proposition 7.14 show that Assumption 7.11 implies validity of Assumption 7.2. This in turn allows us to apply Theorem 7.6 and Theorem 7.7. Specifically, assuming the optimal convergence rate \( \alpha = \frac{s-1}{2} \) in (7.36), we obtain that for \( u \) in (7.38) and every \( n \in \mathbb{N} \) there is \( \varepsilon := \varepsilon_n > 0 \) such that \( \text{work}(l_\varepsilon) \leq n \) and the multilevel interpolant \( \mathbf{I}^\text{ML}_n \) defined in (7.3) satisfies
\[
\|u - \mathbf{I}^\text{ML}_n u\|_{L^2(U, \gamma)} \leq C(1 + \log n)n^{-R_I}, \quad R_I = \min \left\{ \frac{s-1}{2}, \frac{s-1}{2} - \frac{3}{2}, \frac{s-1}{2} - \frac{1}{2p_1}, \frac{s-1}{2} + \frac{1}{2p_1} - \frac{1}{p_2} \right\},
\]
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and the multilevel quadrature operator $Q^\text{ML}_l$ defined in (7.4) satisfies
\[
\left\| \int_U u(y) \, d\gamma(y) - Q^\text{ML}_l u \right\|_X \leq C(1 + \log n)n^{-R_Q}, \quad R_Q = \min \left\{ \frac{s-1}{2}, \frac{s-1}{2} + \frac{1}{p_1}, \frac{s-1}{2} + \frac{2}{p_1} \right\}.
\]

Let us consider these convergence rates in the case where the $\psi_j$ are algebraically decreasing, with this decrease encoded by some $r > 1$: if for fixed but arbitrarily small $\varepsilon > 0$ holds $\|\psi_j\|_{L^\infty} \sim j^{-r-\varepsilon}$, and we assume (cp. Ex. 7.13)
\[
\max \left\{ \|\psi_j\|_{W^s_{\text{loc}}}, \|\psi_j\|_{W^{s-1}_{\text{loc}}} \right\} \sim j^{-(s-1)-\varepsilon},
\]
then setting $s := r$ we can choose $p_1 = \frac{1}{r}$ and $p_2 = 1$. Inserting those numbers, the convergence rates become
\[
R_I = \min \left\{ \frac{r-1}{2}, \frac{r-1}{2} + \frac{r-1}{2}, \frac{r-1}{2} + \frac{r-1}{2} + \frac{r-1}{2} + \frac{r-1}{2} \right\} = \frac{2r-1}{2}.
\]

### 7.7.2 Parametric holomorphy of the posterior density in Bayesian PDE inversion

Throughout this section we assume that $D \subseteq \mathbb{R}^2$ is a polygonal Lipschitz domain and that $f \in K_{s-2}(D)$ with $s$ as in Theorem 7.10.

As in Section 5, to treat the approximation of the (unnormalized) posterior density or its integral, we need an upper bound on $\|u(y)\|_{H^1_0}$ for all $y$. This is achieved by considering (7.24) with diffusion coefficient $a_0 + a$ where
\[
\rho(a_0) := \text{ess inf}_{x \in D} \Re(a_0) > 0.
\]

The shift of the diffusion coefficient by $a_0$ ensures uniform ellipticity for all
\[
a \in \{ a \in L^\infty(D, \mathbb{C}) : \rho(a) \geq 0 \}.
\]

As a consequence, solutions $U(a_0 + a) \in X = H^1_0(D; \mathbb{C})$ of (7.24) satisfy the apriori bound (cp. (4.15))
\[
\|U(a_0 + a)\|_X \leq \frac{\|f\|_{H^{-1}_0}}{\rho(a_0)}.
\]

As before, for a sequence of subspaces $(X_l)_{l \in \mathbb{N}}$ of $H^1_0(D; \mathbb{C})$, for $a \in O$ we denote by $U^l(a) \in X_l$ the finite element approximation to $U(a)$. By the same calculation as for $U$ it also holds
\[
\|U^l(a_0 + a)\|_X \leq \frac{\|f\|_{H^{-1}_0}}{\rho(a_0)},
\]
independent of $l$.

Assuming that $b_j = \|\psi_j\|_{L^\infty}$ satisfies $(b_j)_{j \in \mathbb{N}} \in \ell^1(\mathbb{N})$, the function $u(y) = U(a_0 + a(y))$ with
\[
a(y) = \exp \left( \sum_{j \in \mathbb{N}} y_j \psi_j \right),
\]
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is well-defined. For a fixed observation \( \od \in \mathbb{R}^m \) consider again the (unnormalized) posterior density given in (5.4),

\[
\tilde{\pi}(y|\od) := \exp \left( - (\od - \mathcal{O}(u(y)))^\top \Gamma^{-1} (\od - \mathcal{O}(u(y))) \right).
\]

Recall that \( \mathcal{O} : X \to \mathbb{C}^m \) (the observation operator) is assumed to be a bounded linear map, and \( \Gamma \in \mathbb{R}^{m \times m} \) (the noise covariance matrix) is symmetric positive definite. For \( l \in \mathbb{N} \) (tagging discretization level of the PDE), and with \( u^l(y) = U^l(a_0 + a(y)) \), we introduce approximations

\[
\tilde{\pi}^l(y|\od) := \exp \left( - (\od - \mathcal{O}(u^l(y)))^\top \Gamma^{-1} (\od - \mathcal{O}(u^l(y))) \right)
\]

to \( \tilde{\pi}(y|\od) \). In the following we show the analogue of Proposition 7.14, that is we show validity of the assumptions required for the multilevel convergence results.

**Remark 7.16.** The reason why we require the additional positive \( a_0 \) term in (7.39), is to guarantee boundedness of the solution \( U(a) \) and Lipschitz continuity of \( \Phi \).

**Lemma 7.15.** Let \( \mathcal{O} : H_0^1(D; \mathbb{C}) \to \mathbb{C}^m \) be a bounded linear operator, \( \od \in \mathbb{C}^m \) and \( \Gamma \in \mathbb{R}^{m \times m} \) symmetric positive definite. Set

\[
\Phi := \begin{cases} 
H_0^1(D; \mathbb{C}) & \to \mathbb{C} \smallskip 
\{u \mapsto \exp(- (\od - \mathcal{O}(u))^\top \Gamma^{-1} (\od - \mathcal{O}(u)) \}
\end{cases}
\]

Then for every \( r > 0 \) the function

\[
\Phi : \{u \in H_0^1(D; \mathbb{C}) : \|u\|_{H_0^1} < r \} \to \mathbb{C}
\]

is continuously differentiable and has a Lipschitz constant \( K \) solely depending on \( \|\Gamma^{-1}\|, \|\mathcal{O}\|_{L(H_0^1; \mathbb{C}^m)}, \|\od\| \) and \( r \).

**Proof.** The function is \( C^1 \) as a composition of \( C^1 \) functions. Hence for \( u, v \) with \( w := u - v \) and with the derivative \( D\Phi : H_0^1 \to L(H_0^1; \mathbb{C}) \) of \( \Phi \),

\[
\Phi(u) - \Phi(v) = \int_0^1 D\Phi(v + tw) w \, dt. \tag{7.40}
\]

Due to the symmetry of \( \Gamma \) it holds

\[
D\Phi(u + tw) w = 2 \mathcal{O}(w)^\top \Gamma^{-1} (\od - \mathcal{O}(u + tw)) \exp \left( - (\od - \mathcal{O}(u + tw))^\top \Gamma^{-1} (\od - \mathcal{O}(u + tw)) \right).
\]

If \( \|u\|_{H_0^1}, \|v\|_{H_0^1} < r \) then also \( \|u + tw\|_{H_0^1} < r \) for all \( t \in [0, 1] \) and we can bound

\[
|D\Phi(u + tw)w| \leq K \|w\|_{H_0^1},
\]

where

\[
K := 2\|\mathcal{O}\|_{L(H_0^1; \mathbb{C}^m)} \|\Gamma^{-1}\| \|\od\| + r \|\mathcal{O}\|_{L(H_0^1; \mathbb{C}^m)} \exp(\|\Gamma^{-1}\| \|\od\| + \|\mathcal{O}\|_{L(H_0^1; \mathbb{C}^m)} r)^2). \tag{7.41}
\]

The statement follows by (7.40). \( \Box \)
**Proposition 7.17.** Let Assumption 7.11 be satisfied for some \( s \geq 2 \) and \( \alpha > 0 \). Let \( a_0, (\psi_j)_{j \in \mathbb{N}} \subseteq W^s_\infty(D) \cap W^s_{\infty}(D) \) and \( b_1, b_2 \in \ell^{p_1}(N), b_2 \in \ell^{p_2}(N) \) with \( p_1, p_2 \in (0, 1) \) (see (7.37) for the definition of \( b_1, b_2 \)). Fix \( \mathfrak{d} \in \mathbb{C}^m \).

Then there exist \( \xi > 0 \) and \( \delta > 0 \) such that \( \tilde{\pi}(y|\mathfrak{d}) \) is \((b_1, \xi, \delta, \mathbb{C})\)-holomorphic, and for every \( l \in \mathbb{N} \)

(i) \( \tilde{\pi}^l(y|\mathfrak{d}) \) is \((b_1, \xi, \delta, \mathbb{C})\)-holomorphic,

(ii) \( \tilde{\pi}(y|\mathfrak{d}) - \tilde{\pi}^l(y|\mathfrak{d}) \) is \((b_1, \xi, \delta, H^l_0)\)-holomorphic,

(iii) \( \tilde{\pi}(y|\mathfrak{d}) - \tilde{\pi}^l(y|\mathfrak{d}) \) is \((b_2, \xi, \delta \mathfrak{m}^{-\alpha}, H^l_0)\)-holomorphic.

**Proof.** Step 1. We show (i) and (ii). Set

\[
O_1 := \{ a \in L^\infty(D; \mathbb{C}) : \rho(a) > 0 \}.
\]

By (7.39) for all \( a \in O_1 \) and all \( l \in \mathbb{N} \) with \( r := \frac{\|f\|_{H^{-1}_0}}{\rho(a_0)} \)

\[
\|U^l(a_0 + a)\|_{H^l_0} \leq r \quad \text{and} \quad \|U(a_0 + a)\|_{H^l_0} \leq r.
\] (7.42)

As in Step 1 of the proof of Proposition 7.14, one can show that \( u(y) = U(a_0 + a(y)) \) and \( u^l(y) = U(a_0 + a(y)) \) where \( a(y) = \exp(\sum_{j \in \mathbb{N}} y_j \psi_j) \) are \((b_1, \xi_1, \tilde{C}_1, H^l_0)\)-holomorphic for certain \( \xi_1 > 0 \) and \( \tilde{C}_1 > 0 \) (the only difference to Proposition 7.14 is the additional \( a_0 \) term in (7.24)). In the following \( \Phi \) is as in Lemma 7.15 and \( T_{a_0}(a) := a_0 + a \) so that

\[
\tilde{\pi}(y|\mathfrak{d}) = \Phi(U^l(T_{a_0}(a(y)))).
\] (7.43)

With \( b_{1,j} = \|\psi_j\|_{L^\infty} \), by the assumption

\[
b_1 = (b_{1,j})_{j \in \mathbb{N}} \subseteq \ell^{p_1}(N) \hookrightarrow \ell^1(\mathbb{N})
\]

which corresponds to assumption (iv) of Proposition 4.11. We now check assumptions (i), (ii) and (iii) of Proposition 4.11 for (7.43).

For every \( l \in \mathbb{N} \):

(i) The map

\[
\Phi \circ U^l \circ T_{a_0} : \begin{cases} 
O_1 & \to \mathbb{C} \\
 a & \mapsto \Phi(U(T_{a_0}(a)))
\end{cases}
\]

is holomorphic as a composition of holomorphic functions.

(ii) for all \( a \in O_1 \), since \( \|U^l(T_{a_0}(a))\|_{H^l_0} \leq r \)

\[
|\Phi(U^l(T_{a_0}(a))))| \leq \exp((\|\mathfrak{d}\| + \|\mathcal{O}\|_{L(H^l_0(D; \mathbb{C}); \mathbb{C}^m)}^2)^2\|\Gamma^{-1}\|)
\]

and thus assumption (ii) of Proposition 4.11 is trivially satisfied for some \( \delta > 0 \) independent of \( l \),
(iii) for all \(a, b \in O_1\) by Lemma 7.15 and the same calculation as in (4.16)

\[
|\Phi(U(T_{a_0}(a)) - \Phi(U(T_{a_0}(b)))| \leq K\|U(T_{a_0}(a)) - U(T_{a_0}(b))\|_{H_0^1} \\
\leq K \frac{\|f\|_{H^{-1}}}{\rho(a_0)} \|a - b\|_{L^\infty},
\]

(7.44)

where \(K\) is the constant given as in (7.41).

Now we can apply Proposition 4.11 to conclude that there exist \(\xi_1, \delta_1\) (independent of \(l\)) such that \(\pi'(\cdot|\mathcal{D})\) is \((b_1, \xi_1, \delta_1, H_0^1)\)-holomorphic for every \(l \in \mathbb{N}\). Similarly one shows that \(\tilde{\pi}(\cdot|\mathcal{D})\) is \((b_1, \xi_1, \delta_1, H_0^1)\)-holomorphic, and in particular \(\tilde{\pi}(\cdot|\mathcal{D}) - \pi'(\cdot|\mathcal{D})\) is \((b_1, \xi_1, 2\delta_1, H_0^1)\)-holomorphic.

**Step 2.** Set

\[
O_2 = \{a \in W_1^1(D) \cap W_2^{n-1}(D) : \rho(a) > 0\}.
\]

We verify once more assumptions (i), (ii) and (iii) of Proposition 4.11 with “\(E\)” in this lemma being \(W_1^1(D) \cap W_2^{n-1}(D)\). With \(b_{2,j} = \max\{\|\psi_j\|_{W_2^n}, \|\psi_j\|_{W_2^{n-1}}\}\), by the assumption

\[
4b_2 = (b_{2,j})_{j \in \mathbb{N}} \in \ell^{p_2}(\mathbb{N}) \hookrightarrow \ell^1(\mathbb{N}),
\]

which corresponds to assumption (iv) of Proposition 4.11.

We will apply Proposition 4.11 with the function

\[
\pi(y|\mathcal{D}) - \pi'(y|\mathcal{D}) = \Phi(U(T_{a_0}(a(y)))) - \Phi(U(T_{a_0}(a(y)))).
\]

(7.45)

For every \(l \in \mathbb{N}\):

(i) By item (i) in Step 1 (and because \(O_2 \subseteq O_1\))

\[
\Phi \circ U \circ T_{a_0} - \Phi \circ U^l \circ T_{a_0} : O_2 \to \mathbb{C},
\]

\[a \mapsto \Phi(U(T_{a_0}(a))) - \Phi(U^l(T_{a_0}(a)))
\]

is holomorphic,

(ii) for every \(a \in O_2\), by Lemma 7.12

\[
\|U(T_{a_0}(a)) - U^l(T_{a_0}(a))\|_{H_0^1} \leq \omega_l^{-\alpha} CC_s \frac{(\|a_0 + a\|_{W_2^n} + \|a_0 + a\|_{W_2^{n-1}})^{N_0 + 1}}{\rho(a_0 + a)^{N_0 + 2}} \|f\|_{K_{N_0}^{n-1}}.
\]

Thus by (7.42) and Lemma 7.15

\[
|\Phi(U(T_{a_0}(a))) - \Phi(U^l(T_{a_0}(a)))| \leq \omega_l^{-\alpha} K CC_s \frac{(\|a_0 + a\|_{W_2^n} + \|a_0 + a\|_{W_2^{n-1}})^{N_0 + 1}}{\rho(a_0 + a)^{N_0 + 2}} \|f\|_{K_{N_0}^{n-2}},
\]

(iii) for all \(a, b \in O_2 \subseteq O_1\) by (7.44) (which also holds for \(U^l\) replaced by \(U\)):

\[
|\Phi(U(T_{a_0}(a))) - \Phi(U^l(T_{a_0}(a))) - (\Phi(U(b)) - \Phi(U^l(b)))| \leq 2K \frac{\|f\|_{H^{-1}}}{\rho(a_0)} \|a - b\|_{L^\infty}.
\]

By Proposition 4.11 and (7.45) we conclude that there exists \(\delta > 0\) and \(\xi_2\) independent of \(l\) such that \(\pi(y|\mathcal{D}) - \pi'(y|\mathcal{D})\) is \((b_2, \delta \omega_l^{-\alpha}, \xi_2, H_0^1)\)-holomorphic.\[\square\]
Items (ii) and (iii) of Proposition 7.14 show that Assumption 7.11 implies validity of Assumption 7.2. This in turn allows us to apply Theorem 7.6 and Theorem 7.7. Specifically, assuming the optimal convergence rate (7.36), we obtain that for every \( n \in \mathbb{N} \) there is \( \varepsilon := \varepsilon_n > 0 \) such that work\((l_\varepsilon)\) \( \leq n \) and the multilevel interpolant \( I_{\text{ML}}^l \) defined in (7.3) satisfies

\[
\| \tilde{\pi} \cdot d - I_{\text{ML}}^l \tilde{\pi} \cdot d \|_{L^2(U,X; \gamma)} \leq C(1 + \log n)n^{-R_I}, \\
R_I = \min \left\{ \frac{s - 1}{2}, \frac{s - 1}{2} \left( \frac{1}{p_1} - \frac{3}{2} \right) \right\}.
\]

Of higher practical interest is the application of the multilevel quadrature operator \( Q_{\text{ML}}^l \) defined in (7.4). In case the prior is chosen as \( \gamma \), then

\[
\int_U \tilde{\pi}(y|d) \, d\gamma(y)
\]

equals the normalization constant in (5.2). It can be approximated with the error converging like

\[
\left| \int_U \tilde{\pi}(y|d) \, d\gamma(y) - Q_{\text{ML}}^l u \right| \leq C(1 + \log n)n^{-R_Q}, \\
R_Q := \min \left\{ \frac{s - 1}{2}, \frac{s - 1}{2} \left( \frac{2}{p_1} - \frac{5}{2} \right) \right\}. \tag{7.46}
\]

Typically, one is not merely interested in the constant

\[
Z = \int_U \tilde{\pi}(y|d) \, d\gamma(y),
\]

but for example in an estimate of the \( j \)th parameter \( y_j \) given as the conditional expectation, which up to multiplying with the normalization constant \( \frac{1}{Z} \), corresponds to

\[
\int_U y_j \tilde{\pi}(y|d) \, d\gamma(y).
\]

Since \( y \mapsto y_j \) is analytic, one can show the same convergence rate as in (7.46) for the multilevel quadrature applied with the approximations \( y \mapsto y_j \tilde{\pi}(y|d) \) for \( l \in \mathbb{N} \). Moreover, for example if \( \phi : H^1_0(D; \mathbb{C}) \to \mathbb{C} \) is a bounded linear functional representing some quantity of interest, then we can show the same error convergence for the approximation of

\[
\int_U \phi(u(y))\tilde{\pi}(y|d) \, d\gamma(y)
\]

with the multilevel quadrature applied with the approximations \( \phi(u_l(y))\tilde{\pi}^l(y|d) \, d\gamma(y) \) to the integrand for \( l \in \mathbb{N} \).
8 Conclusions

We established holomorphy of parameter-to-solution maps

\[ E \ni a \mapsto u = U(a) \in X \]

for linear, elliptic, parabolic, and other PDEs in various scales of function spaces \( E \) and \( X \), including in particular standard and corner-weighted Sobolev spaces. Our discussion focused on non-compact parameter domains which arise from uncertain inputs from function spaces expressed in a suitable basis with Gaussian distributed coefficients. We introduced and used a form of quantified, parametric holomorphy in products of strips to show that this implies summability results of Wiener-Hermite coefficient sequences in PC representations of such infinite parametric functions. Specifically, we proved weighted \( \ell^2 \)-summability and \( \ell^p \)-summability results for Wiener-Hermite PC expansions of certain parametric, deterministic solution families \( \{ u(y) : y \in U \} \subset X \), for a given “log-affine” parametrization (3.18) of admissible random input data \( a \in E \).

We introduced and analyzed constructive, deterministic, sparse-grid (“stochastic collocation”) algorithms based on univariate Gauss-Hermite points, to efficiently sample the parametric, deterministic solutions in the possibly infinite-dimensional parameter domain \( U = \mathbb{R}^\infty \). The summability of PC coefficient sequences was shown to entail corresponding convergence rates of the presently developed sparse-grid sampling schemes. In combination with suitable Finite Element discretizations in the physical, space(-time) domain (which include proper mesh-refinements to account for singularities in the physical domain) we proved convergence rates for abstract, multilevel algorithms which employ different combinations of sparse-grid interpolants in the parametric domain with space(-time) discretizations at different levels of accuracy in the physical domain.

The presently developed, abstract holomorphic setting was also shown to apply to the corresponding Bayesian inverse problems subject to PDE constraints: here, the density of the Bayesian posterior with respect to a Gaussian random field prior was shown to generically inherit quantified holomorphy from the parametric forward problem, thereby facilitating the use of the developed sparse-grid collocation and integration algorithms also for the efficient deterministic computation of Bayesian estimates of PDEs with uncertain inputs, subject to noisy observation data.

Our approximation rate results are free from the curse-of-dimensionality and only limited by their PC coefficient summability. They will therefore also be relevant for convergence rate analyses of other approximation schemes, such as Gaussian process emulators or neural networks (see, e.g., [96, 41, 39, 91] and references there).
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