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#### Abstract

In this paper, we study the algebraic structures of constacyclic codes of length $n=7 p^{s}$ over a finite field of characteristics $p$, where $p>7$ is a prime number and $s$ a positive integer. The Hamming distance of all codes of these types are determined. In addition, self-orthogonal, dual-containing, selfdual and MDS codes among them will also be characterized.


## 1. Introduction

Constacyclic codes of length $n$ over a finite field $\mathbb{F}$ can be considered to be the ideals of the quotient ring $\mathbb{F}[x] /\left\langle x^{n}-\lambda\right\rangle$ where $n$ is a positive integer and $\lambda$ a nonzero element of $\mathbb{F}$. Cyclic codes are special cases of constacyclic codes when $\lambda=1$. Cyclic codes were well studied in the late 1950s and they quickly became one of the most important linear codes because of their rich algebraic structures and easy implementation. As a direct generalization of cyclic codes, constacyclic codes play essential roles in the theory of error-correcting codes and applications in engineering.

A constacyclic code is generated by a monic polynomial $g(x)$ which is a divisor of $x^{n}-\lambda$. In case $g(x)$ has no repeated roots, it is called a simple-root constacyclic code. Otherwise, it is called a repeatedroot constacyclic code. In 1991, the authors in [2] and [16] studied repeated-root cyclic codes from a systematic manner. They proved that repeated-root cyclic codes are asymptotically bad. However, the studies in $[20,23]$ showed that optimal repeated-root cyclic codes still exist. Since then, the problem of studying the algebraic structures and Hamming distances of repeated-root cyclic, and constacyclic codes in general, has received growing attention.

The problem of classifying linear codes in general, and constacyclic code in particular, is difficult. Several partial results of this problem have been investigated recently. In [6], Dinh described the algebraic structures of repeated-root cyclic codes of length $p^{s}$ in terms of the generators. Repeated-root cyclic codes of length $p^{s}$ and their duals were also studied in [3]. These results were developed for these types of codes of lengths $2 p^{s}, 3 p^{s}, 4 p^{s}$ and $6 p^{s}$ in a series of papers [7-10]. In a more general fashion, the authors in $[4,18,22]$ derives the algebraic structures of repeated-root constacyclic codes of length $l^{m} p^{n}$ with $l=2,3,4$, respectively.

Different from the problem of determining the algebraic structures of repeated-root constacyclic codes, the problem of computing Hamming distances is further difficult and receives less attention. Only Hamming distances of these codes with very precise lengths exist. In 2008, Dinh [6] determined the Hamming distance of repeated-root cyclic codes of length $p^{s}$ over $\mathbb{F}_{p^{m}}$. A year later, based on the relationship of repeated-root cyclic codes and their radical described in [2], Ozadam and Ozbudak [21] successfully determined the Hamming distance of all repeated-root cyclic codes of length $2 p^{s}$. These results were extended for these types of codes of lengths $3 p^{s}$ in [13,18], $4 p^{s}$ in [11], 5p $p^{s}$ in [12], and $6 p^{s}$ in [14] for the case $p^{m} \equiv 2 \bmod 3$. The Hamming distances of certain constacyclic codes of length $\eta p^{s}$ where $\eta$ and $p$ are coprime were also determined in [19]. No work for computing the Hamming distances of these types of codes of length $n p^{s}$ with $n \geq 7$ was completed so far.

In this paper, we consider the class of repeated-root constacyclic codes of length $7 p^{s}$. On the one hand, we classify the algebraic structures of these codes in terms of the generator polynomials. Among them, all self-dual, self-orthogonal and dual codes of these types are characterized. On the other hand, we determine the Hamming distances of such all codes. As a consequence, a necessary and sufficient condition for such a code to be an MDS code is given.

The paper is organized as follows. In Section 2, we recall necessary definitions and notations from algebraic coding theory. In Section 3, we determine the Hamming distance of a simple-root cyclic code of length 7 and prove that this Hamming distance is exactly equal to the degree of the generator polynomial plus one. The repeated-roots cyclic and constacyclic codes of length $7 p^{s}$ are then considered in Section 4
and 5 , respectively. Finally, we characterize the MDS codes in Section 6 and the self-orthogonal, dualcontaining, self-dual codes in Section 7.

## 2. Preliminaries

Throughout this paper, we denote $q=p^{m}$ to be a prime power with a prime number $p>7$ and a positive integer $m$. By $\mathbb{F}_{q}$ we mean the finite field with $q$ elements. A code $\mathcal{C}$ of length $n$ over $\mathbb{F}_{q}$ is defined to be a subset of $\mathbb{F}_{q}^{n}$. In case $\mathcal{C}$ is a linear subspace of $\mathbb{F}_{q}^{n}$, it is called a linear code. For a linear code, we use the indicators $[n, k, d]$ to denote the length, the dimension and the (minimum) Hamming distance, respectively. The code $\mathcal{C}=\{0\}$ has distance $d=+\infty$ and the code $\mathcal{C}=\mathbb{F}_{q}^{n}$ has distance $d=1$. They are called trivial codes. Other linear codes are called nontrivial and they have the Hamming distance at least 2. It is well-known that $d \leq n-k+1$ (the singleton bound). A linear $[n, k, d]$-code is called a maximal dimension separable (MDS) code if $d=n-k+1$.
Definition (see [17]). A generator matrix $G$ for a linear $[n, k, d]$-code $\mathcal{C}$ is a $k$ by $n$ matrix for which the rows form a linear basis for $\mathcal{C}$.

The following lemma is a dual version of [15, Theorem 8.4, page 85].
Lemma 1. Let $G$ be a generator matrix for a linear $[n, k, d]$-code $\mathcal{C}$ over $\mathbb{F}_{q}$. Then for a positive integer $s$, we have
(1) The Hamming distance $d \leq s$ if and only if after removing some $s$ columns of $G$, the obtained matrix has linearly dependent rows.
(2) The Hamming distance $d \geq s$ if and only if after removing arbitrary $s-1$ columns of $G$, the obtained matrix always has linearly independent rows.
Next we recall the notions of constacyclic codes. Let $\lambda$ be a nonzero element in $\mathbb{F}_{q}$. The $\lambda$-constacyclic shift of $\mathbb{F}_{q}^{n}$ is the linear map $\tau_{\lambda}: \mathbb{F}_{q}^{n} \rightarrow \mathbb{F}_{q}^{n}$ such that

$$
\tau_{\lambda}\left(\left(c_{0}, c_{1}, \ldots, c_{n-1}\right)\right):=\left(\lambda c_{n-1}, c_{0}, c_{1}, \ldots, c_{n-2}\right)
$$

for $\left(c_{0}, c_{1}, \ldots, c_{n-1}\right) \in \mathbb{F}_{q}^{n}$. A linear code $\mathcal{C}$ of length $n$ over $\mathbb{F}_{q}$ is called $\lambda$-constacyclic if $\tau_{\lambda}(\mathcal{C})=\mathcal{C}$. If $\lambda=1, \mathcal{C}$ is called a cyclic code. In case $\lambda=-1, \mathcal{C}$ is called a negacylic code.

Each code word $c=\left(a_{0}, a_{1}, \ldots, a_{n-1}\right)$ is identified with the polynomial $c(x)=a_{0}+a_{1} x+\ldots+a_{n-1} x^{n-1}$, and a code $\mathcal{C}$ is then identified with the set of all polynomial representations of its code words. In $\mathbb{F}_{q}[x] /\left\langle x^{n}-\lambda\right\rangle$, the product $x c(x)$ corresponds to $\tau_{\lambda}(c)$. Hence, a linear code $\mathcal{C}$ is $\lambda$-constacyclic if and only if $\mathcal{C}$ is an ideal of $\mathbb{F}_{q}[x] /\left\langle x^{n}-\lambda\right\rangle$. Since, $\mathbb{F}_{q}[x] /\left\langle x^{n}-\lambda\right\rangle$ is a principal ideal domain, $\mathcal{C}$ is generated by a polynomial, say $g(x)$. In case $\mathcal{C} \neq 0$, the generator $g(x)$ divides $x^{n}-\lambda$ and it can be chosen to be the unique monic polynomial in $\mathcal{C}$ of least degree.

## 3. Simple-root cyclic codes of length 7

A cyclic code of length 7 over $\mathbb{F}_{q}$ is an ideal of the ring $\mathbb{F}_{q}[x] /\left\langle x^{7}-1\right\rangle$. In this section, we prove that the minimum Hamming distance of this cyclic code is exactly equal to the degree of its generator polynomial plus one, thus provide a simple formula for computing the minimum Hamming distance for these codes.

For polynomials $f(x), g(x)$ in a polynomial ring $R[x]$ with coefficients in an integral domain $R$, we denote by $\operatorname{res}_{x}(f(x), g(x))$ the resultant of $f$ and $g$ with respect to $x$ (see [5, Chapter $3, \S 6$ ] for a detailed definition). This resultant is an element in $R$. It is equal to zero if and only if $f$ and $g$ has a common factor (of degree at least one). In particular, in case $R=\mathbb{Z}$, this resultant is an integer. The following lemma gives a sufficient condition for a polynomial in $\mathbb{Z}[x]$ vanished at the primitive root $\alpha$ of $x^{7}-1$.
Lemma 2. Let $\alpha$ be a primitive root of $x^{7}-1$ in an algebraic extension of $\mathbb{F}_{q}$. For a polynomial $f(x) \in \mathbb{Z}[x]$, if $p$ does not divide $\operatorname{res}_{x}\left(f(x), x^{7}-1\right)$, then $f(\alpha) \neq 0$.
Proof. Since $p$ does not divide $\operatorname{res}_{x}\left(f(x), x^{7}-1\right)$, we have $\operatorname{res}_{x}\left(f(x), x^{7}-1\right) \neq 0$ considered as polynomial over $\mathbb{F}_{q}$. Therefore, $f(x)$ and $x^{7}-1$ are coprime in $\mathbb{F}_{q}[x]$. There exist polynomials $g(x), h(x) \in \mathbb{F}_{q}[x]$ such that $f(x) g(x)+\left(x^{7}-1\right) h(x)=1$. By substituting $x=\alpha$, we obtain $f(\alpha) g(\alpha)=1$. Hence, $f(\alpha) \neq 0$.

The following theorem characterizes the Hamming distance of all cyclic codes of length 7 over $\mathbb{F}_{q}$.
Theorem 3. Let $q=p^{m}$ be a prime power with $p>7$ and let $\mathcal{C}=\langle g(x)\rangle \subseteq \mathbb{F}_{q}[x] /\left\langle x^{7}-1\right\rangle$ be a cyclic code of length 7 over $\mathbb{F}_{q}$, where $g(x)$ divides $x^{7}-1$. Then

$$
d_{H}(\mathcal{C})= \begin{cases}1+\operatorname{deg} g, & \text { if } g(x) \neq x^{7}-1 \\ +\infty, & \text { if } g(x)=x^{7}-1\end{cases}
$$

Proof. We consider the following cases based on the degree of $g(x)$.
Case 1: $\operatorname{deg} g=0$. Then $g$ is a nonzero constant polynomial and $\mathcal{C}=\mathbb{F}_{q}^{7}$. Therefore $d_{H}(\mathcal{C})=1=1+\operatorname{deg} g$.

Case 2: $\operatorname{deg} g=1$. Then $g=x-\alpha^{i}$ for some $i=0, \ldots, 6$ and we have, $\alpha^{i} \in \mathbb{F}_{q} \backslash\{0\}$. In this case, $\mathcal{C}$ is a proper ideal of $\mathbb{F}_{q}[x] /\left\langle x^{7}-1\right\rangle$ and it contains the code word $\left(-\alpha^{i}, 1,0,0,0,0,0\right)$ which is of Hamming weight 2. Therefore, $d_{H}(\mathcal{C})=2=1+\operatorname{deg} g$.

Case 3: $\operatorname{deg} g=2$. Then we have $g(x)=\left(x-\alpha^{i_{1}}\right)\left(x-\alpha^{i_{2}}\right)=S_{2}(\alpha)-S_{1}(\alpha) x+x^{2}$ for some integers $i_{1}, i_{2}$ such that $0 \leq i_{1}<i_{2} \leq 6$ and

$$
S_{1}(x)=x^{i_{1}}+x^{i_{2}}, \quad S_{2}(x)=x^{i_{1}+i_{2}} .
$$

Note that in this case, $\alpha^{i_{1}}$ and $\alpha^{i_{2}}$ are not necessary in $\mathbb{F}_{q}$, but we always have $S_{1}(\alpha)$ and $S_{2}(\alpha)$ are in $\mathbb{F}_{q}^{*}$. Since $\mathcal{C}=\langle g(x)\rangle$, the code $\mathcal{C}$ contains the code word $\left(S_{2}(\alpha),-S_{1}(\alpha), 1,0,0,0,0\right)$ which is of Hamming weight 3 . Therefore $d_{H}(\mathcal{C}) \leq 3$.

It remains to prove that $d_{H}(\mathcal{C}) \geq 3$. By Lemma 1 , we need to prove that the generator matrix of $\mathcal{C}$ satisfies the condition: after removing arbitrary two columns, the obtained matrix has independent rows. It is noted that, the generator matrix of $\mathcal{C}$ is a matrix of size $5 \times 7$ and it has the form $G(\alpha)$, where $G(x)$ is the following matrix:

$$
G(x)=\left[\begin{array}{ccccccc}
S_{2}(x) & -S_{1}(x) & 1 & 0 & 0 & 0 & 0 \\
0 & S_{2}(x) & -S_{1}(x) & 1 & 0 & 0 & 0 \\
0 & 0 & S_{2}(x) & -S_{1}(x) & 1 & 0 & 0 \\
0 & 0 & 0 & S_{2}(x) & -S_{1}(x) & 1 & 0 \\
0 & 0 & 0 & 0 & S_{2}(x) & -S_{1}(x) & 1
\end{array}\right] .
$$

For each integer $i_{1}, i_{2}, r_{1}, r_{2}$ with $0 \leq i_{1}<i_{2} \leq 6$ and $1 \leq r_{1}<r_{2} \leq 7$, we set

- $G_{i_{1}, i_{2}, r_{1}, r_{2}}(x)$ to be the $5 \times 5$ matrix obtained from $G(x)$ by deleting two columns $r_{1}$-th and $r_{2}$-th,
- $D_{i_{1}, i_{2}, r_{1}, r_{2}}(x)$ to be the determinant of the matrix $G_{i_{1}, i_{2}, r_{1}, r_{2}}(x)$, and
$-R_{i_{1}, i_{2}, r_{1}, r_{2}}:=\operatorname{res}_{x}\left(D_{i_{1}, i_{2}, r_{1}, r_{2}}(x), x^{7}-1\right)$ which is the resultant of $D_{i_{1}, i_{2}, r_{1}, r_{2}}(x)$ and $x^{7}-1$ with respect to $x$.
The resultant $R_{i_{1}, i_{2}, r_{1}, r_{2}}$ is an integer. We use a "for" loop in Maple to determine $R_{i_{1}, i_{2}, r_{1}, r_{2}}$ for every integers $i_{1}, i_{2}, r_{1}, r_{2}$ such that $0 \leq i_{1}<i_{2} \leq 6$ and $1 \leq r_{1}<r_{2} \leq 7$. A direct computation from Maple shows that, for all such $i_{1}, i_{2}, r_{1}, r_{2}$, the resultant $R_{i_{1}, i_{2}, r_{1}, r_{2}}$ is always an integer of the form $\pm 2^{u} 3^{v} 5^{w}$ for some nonnegative integers $u, v$ and $w$ (see Appendix A for the code and the results from Maple). Therefore by Lemma $2, D_{i_{1}, i_{2}, r_{1}, r_{2}}(\alpha) \neq 0$. This means that all sub-matrices of size $5 \times 5$ of the generator matrix $G$ are nonsingular. Equivalently, the rows of $G_{i_{1}, i_{2}, r_{1}, r_{2}}(\alpha)$ are linearly independent for arbitrary $r_{1}$ and $r_{2}$. Hence, by Lemma 1 , we have $d_{H}(\mathcal{C}) \geq 3$. Thus, we must have $d_{H}(C)=3$.

Case 4: $\operatorname{deg} g(x)=3$. This case can be proved by using the same argument as in Case 3. Indeed, on the one hand, we have

$$
g(x)=\left(x-\alpha^{i_{1}}\right)\left(x-\alpha^{i_{2}}\right)\left(x-\alpha^{i_{3}}\right)=-S_{3}(\alpha)+S_{2}(\alpha) x-S_{1}(\alpha) x^{2}+x^{3}
$$

for some integers $i_{1}, i_{2}, i_{3}$ such that $0 \leq i_{1}, i_{2}, i_{3} \leq 6$, and

$$
S_{1}(x)=x^{i_{1}}+x^{i_{2}}+x^{i_{3}}, \quad S_{2}(x)=x^{i_{2}+i_{3}}+x^{i_{3}+i_{1}}+x^{i_{1}+i_{2}}, \quad S_{3}(x)=x^{i_{1}+i_{2}+i_{3}} .
$$

It is noted that, the elements $\alpha^{i_{1}}, \alpha^{i_{2}}$ and $\alpha^{i_{3}}$ are not necessarily in $\mathbb{F}_{q}$, but we always have $S_{1}(\alpha), S_{2}(\alpha), S_{3}(\alpha) \in \mathbb{F}_{q}^{*}$. Since $\mathcal{C}=\langle g(x)\rangle$, the code word

$$
\left(-S_{3}(\alpha), S_{2}(\alpha),-S_{1}(\alpha), 1,0,0,0\right) \in \mathbb{F}_{q}^{7}
$$

is also in $\mathcal{C}$ and is of Hamming weight 4 . Therefore $d_{H}(\mathcal{C}) \leq 4$.
On the other hand, the generator matrix of $\mathcal{C}$ has the form $G(\alpha)$ where

$$
G(x)=\left[\begin{array}{ccccccc}
-S_{3}(x) & S_{2}(x) & -S_{1}(x) & 1 & 0 & 0 & 0 \\
0 & -S_{3}(x) & S_{2}(x) & -S_{1}(x) & 1 & 0 & 0 \\
0 & 0 & -S_{3}(x) & S_{2}(x) & -S_{1}(x) & 1 & 0 \\
0 & 0 & 0 & -S_{3}(x) & S_{2}(x) & -S_{1}(x) & 1
\end{array}\right] .
$$

By using the same argument as in the previous case, we can check that, after removing arbitrary three columns of $G(\alpha)$, the obtained matrix has linearly independent rows. Thus, by Lemma 1 , we have $d_{H}(\mathcal{C}) \geq 4$. Hence, we must have $d_{H}(\mathcal{C})=4$.

Case 5: $\operatorname{deg} g=4$. This case is similar to Cases 3 and 4, so we omit it.

Case 6: $\operatorname{deg} g=5$. This case is also similar to Cases 3 and 4, so we omit it.

Case 7: $\operatorname{deg} g(x)=6$. Then $g(x)=1+x+\cdots+x^{6}$. In this case, the cyclic code $\mathcal{C}$ contains only the code words $(a, a, a, a, a, a, a)$ for $a \in \mathbb{F}_{q}$. Thus $d_{H}(\mathcal{C})=7=1+\operatorname{deg} g$.
In summary, we always have $d_{H}(\mathcal{C})=1+\operatorname{deg} g$. The theorem is then proved.

## 4. Repeated-root cyclic codes of length $7 p^{s}$

Next, we will classify all of repeated-root cylic codes of length $7 p^{s}$ over $\mathbb{F}_{q}$ in terms of their generator polynomials and determine their Hamming distances. Let $\mathcal{C}=\langle g(x)\rangle \subseteq \mathbb{F}_{q}[x] /\left\langle x^{7 p^{s}}-1\right\rangle$ be such a code, where $g(x)$ is a factor of $x^{7 p^{s}}-1$. The structure of $\mathcal{C}$ depends much on the factorization of $g(x)$ over $\mathbb{F}_{q}$.

We start with a detail irreducible factorization of $x^{7}-1$ over $\mathbb{F}_{q}$. Let $\alpha$ be a primitive root of $x^{7}-1$ over some extension field of $\mathbb{F}_{q}$. For each $i=0,1, \ldots, 6$, the minimal polynomial of $\alpha^{i}$ over $\mathbb{F}_{q}$ is the polynomial $m_{i}(x)=\prod_{j \in C_{7, j}}\left(x-\alpha^{j}\right)$, where $C_{7, j}$ is the cyclotomic coset of $j$ modulo 7 over $\mathbb{F}_{q}$. Let $T_{7}$ be the set of representatives of cyclotomic cosets of modulo 7 . The factorization of $x^{7}-1$ over $\mathbb{F}_{q}$ is $x^{7}-1=\prod_{i \in T_{7}} m_{i}(x)$. In detail, the irreducible factorization of $x^{7}-1$ is given in Table 1. In this table, and also in the rest of this article, the polynomials $f_{i}(x)$ are given by

$$
\begin{align*}
& f_{1}(x)=(x-\alpha)\left(x-\alpha^{6}\right)=x^{2}-a x+1 \\
& f_{2}(x)=\left(x-\alpha^{2}\right)\left(x-\alpha^{5}\right)=x^{2}-\left(a^{2}-2\right) x+1, \\
& f_{3}(x)=\left(x-\alpha^{3}\right)\left(x-\alpha^{4}\right)=x^{2}-\left(a^{3}-3 a\right) x+1, \\
& f_{4}(x)=(x-\alpha)\left(x-\alpha^{2}\right)\left(x-\alpha^{4}\right)=x^{3}-b x^{2}-(1+b) x-1,  \tag{2}\\
& f_{5}(x)=\left(x-\alpha^{3}\right)\left(x-\alpha^{5}\right)\left(x-\alpha^{6}\right)=x^{3}+(1+b) x^{2}+b x-1, \quad \text { and } \\
& f_{6}(x)=x^{6}+x^{5}+x^{4}+x^{3}+x^{2}+x+1,
\end{align*}
$$

where $a=\alpha+\alpha^{6}$ and $b=\alpha+\alpha^{2}+\alpha^{4}$.
Table 1. The irreducible factorization of $x^{7}-1$ over $\mathbb{F}_{q}$.

|  | $q=p^{m}$ | The factorization of $x^{7}-1$ |
| :--- | :--- | :--- |
| Case 1 | $q \equiv 1 \bmod 7$ | $\prod_{j=0}^{6}\left(x-\alpha^{j}\right)$ |
| Case 2 | $q \equiv 6 \bmod 7$ | $(x-1) f_{1}(x) f_{2}(x) f_{3}(x)$ |
| Case 3 | $q \equiv 2$ or $4 \bmod 7$ | $(x-1) f_{4}(x) f_{5}(x)$ |
| Case 4 | $q \equiv 3$ or $5 \bmod 7$ | $(x-1) f_{6}(x)$ |

Since $x^{7 p^{s}}-1=\left(x^{7}-1\right)^{p^{s}}$, the factorization of $g(x)$ over $\mathbb{F}_{q}$ has the form $g(x)=\prod_{i \in T_{7}} m_{i}(x)^{e_{i}}$ for some $0 \leq e_{i} \leq p^{s}$. The following definition will be in the central of our computations of the Hamming distance of the repeated-root cyclic codes.
Definition. Let $\mathcal{C}=\langle g(x)\rangle \subseteq \mathbb{F}_{q}[x] /\left\langle x^{7 p^{s}}-1\right\rangle$ be a cyclic code of length $7 p^{s}$ over $\mathbb{F}_{q}$. Assume that if $g \neq 0$ then $g(x)=\prod_{i \in T_{7}} m_{i}(x)^{e_{i}}$ for some $0 \leq e_{i} \leq p^{s}$. For each $t=0,1, \ldots, p^{s}$, we define
(1) the associated simple-root polynomial

$$
g_{t}(x):= \begin{cases}0, & \text { if } g=0, \\ 1, & \text { if } g \neq 0 \text { and } t \geq e_{i} \text { for every } i, \\ \prod_{\substack{i \in T_{7} \\ e_{i}>t}} m_{i}(x), & \text { if } g \neq 0 \text { and } t<e_{i} \text { for some } i,\end{cases}
$$

(2) the associated simple-root cyclic code $\mathcal{C}_{t}:=\left\langle g_{t}(x)\right\rangle$ in $\mathbb{F}_{q}[x] /\left\langle x^{7}-1\right\rangle$,
(3) the associated integer

$$
P_{t}:= \begin{cases}\prod_{k=0}^{s}\left(t_{k}+1\right), & \text { if } 0 \leq t \leq p^{s}-1 \text { and } t=\overline{t_{s-1} t_{s-2} \ldots t_{1} t_{0}} \\ +\infty, & \text { if } t=p^{s}\end{cases}
$$

Here, $\overline{t_{s-1} t_{s-2} \ldots t_{1} t_{0}}=t_{s-1} p^{s-1}+t_{s-2} p^{s-2}+\ldots+t_{1} p+t_{0}$, with $0 \leq t_{i} \leq p-1$, is the $p$-adic representation of $t$.

The following lemma shows that the minimum Hamming distances of the simple-root cyclic codes $\mathcal{C}_{t}$ carry important information about those of the repeated-root cyclic code $\mathcal{C}$.

Lemma 4 (See [2]). Let $\mathcal{C}$ be a linear cyclic code of length $7 p^{s}$ over $\mathbb{F}_{q}$ and $\mathcal{C}_{t}$ its associated simple-root cyclic codes for each $t=0,1, \ldots, p^{s}$. Then we have

$$
d_{H}(\mathcal{C})=\min _{0 \leq t \leq p^{s}} P_{t} d_{H}\left(\mathcal{C}_{t}\right) .
$$

Lemma 5. For each $l=0,1, \ldots, p^{s}$, we have $\min _{l \leq t \leq p^{s}} P_{t}=\mathcal{M}(l)$, where

$$
\mathcal{M}(l):=\left\{\begin{array}{lc}
\left(p+1-\left\lfloor p^{\left\{\log _{p}\left(p^{s}-l\right)\right\}}\right\rfloor\right) p^{s-1-\left\lfloor\log _{p}\left(p^{s}-l\right)\right\rfloor} & \text { if } 0 \leq l<p^{s}, \\
+\infty, & \text { if } l=p^{s}
\end{array}\right.
$$

Here, $\lfloor x\rfloor$ denotes the largest integer which is smaller or equal to $x$, and $\{x\}=x-\lfloor x\rfloor$.
Proof. We consider the following four cases.
Case 1: $l=0$. In this case, it is clear that $\min _{0 \leq t \leq p^{s}} P_{t}=P_{0}=1$. We also have $\left\lfloor\log _{p}\left(p^{s}-l\right)\right\rfloor=s$ and $\left\{\log _{p}\left(p^{s}-l\right)\right\}=0$, thus $\mathcal{M}(0)=1=\min _{0 \leq t \leq p^{s}} P_{t}$.

Case 2: $1 \leq l \leq p^{s-1}$. We first claim that $\min _{l \leq t \leq p^{s}} P_{t}=2$. Indeed, for every $l \leq t \leq p^{s}-1$, there must be at least a positive integer digit in the $p$-adic expansion of $t$. Thus $P_{t} \geq 2$. We also have $P_{p^{s-1}}=2$. The claim is proved.

For $1 \leq l \leq p^{s-1}$, we have $s-1 \leq \log _{p}\left(p^{s}-l\right)<s$. Thus, $\left\lfloor\log _{p}\left(p^{s}-l\right)\right\rfloor=s-1$ and

$$
\mathcal{M}(l)=p+1-\left\lfloor p^{\left\{\log _{p}\left(p^{s}-l\right)\right\}}\right\rfloor=p+1-\left\lfloor p^{\log _{p}\left(p^{s}-l\right)-(s-1)}\right\rfloor=p+1-\left\lfloor\frac{p^{s}-l}{p^{s-1}}\right\rfloor .
$$

Since, $1 \leq l \leq p^{s-1}$, we have $p-1 \leq \frac{p^{s}-l}{p^{s-1}}<p$. Hence, $\mathcal{M}(l)=p+1-(p-1)=2=\min _{l \leq t \leq p^{s}} P_{t}$.
Case 3: $p^{s-1}<l \leq p^{s}-1$. Following the lines in [19, Theorem 7.4], we have

$$
\begin{equation*}
\min _{l \leq t \leq p^{s}} P_{t}=(\beta+2) p^{\tau} \tag{3}
\end{equation*}
$$

where $(\beta, \tau)$ is the unique pair of integers such that $0 \leq \beta \leq p-2,0 \leq \tau \leq s-1$ and

$$
\begin{equation*}
p^{s}-p^{s-\tau}+\beta p^{s-\tau-1}<l \leq p^{s}-p^{s-\tau}+(\beta+1) p^{s-\tau-1} . \tag{4}
\end{equation*}
$$

The above inequality is equivalent to

$$
\frac{p^{s}-(\beta+1) p^{s-1}}{p^{s}-l} \leq p^{\tau}<\frac{p^{s}-\beta p^{s-1}}{p^{s}-l} .
$$

Since $0 \leq \beta \leq p-2$, we imply that

$$
\frac{p^{s}-(p-1) p^{s-1}}{p^{s}-l} \leq p^{\tau}<\frac{p^{s}}{p^{s}-l}
$$

Thus,

$$
s-\log _{p}\left(p^{s}-l\right)-1 \leq \tau<s-\log _{p}\left(p^{s}-l\right) .
$$

Hence, $\tau=s-1-\left\lfloor\log _{p}\left(p^{s}-l\right)\right\rfloor$. To determine $\beta$, we equivalently transform the inequality (4) as

$$
p-1-\frac{p^{s}-l}{p^{s-\tau-1}} \leq \beta<p-\frac{p^{s}-l}{p^{s-\tau-1}} .
$$

Thus,

$$
\beta=p-1-\left\lfloor\frac{p^{s}-l}{p^{s-\tau-1}}\right\rfloor=p-1-\left\lfloor\frac{p^{s}-l}{p^{\left\lfloor\log _{p}\left(p^{s}-l\right)\right\rfloor}}\right\rfloor=p-1-\left\lfloor p^{\left\{\log _{p}\left(p^{s}-l\right)\right\}}\right\rfloor .
$$

By substituting $\tau=s-1-\left\lfloor\log _{p}\left(p^{s}-l\right)\right\rfloor$ and $\beta=p-1-\left\lfloor p^{\left\{\log _{p}\left(p^{s}-l\right)\right\}}\right\rfloor$ to Eq. (3), we obtain

$$
\min _{l \leq t \leq p^{s}} P_{t}=(\beta+2) p^{\tau}=\left(p+1-\left\lfloor p^{\left\{\log _{p}\left(p^{s}-l\right)\right\}}\right\rfloor\right) p^{s-1-\left\lfloor\log _{p}\left(p^{s}-l\right)\right\rfloor}=\mathcal{M}(l)
$$

Case 4: $l=p^{s}$. Then it is clear that $P_{p^{s}}=+\infty=\mathcal{M}\left(p^{s}\right)$.
In summary, for $0 \leq l \leq p^{s}$, we always have $\min _{l \leq t \leq p^{s}} P_{t}=\mathcal{M}(l)$. The lemma is then proved.
Remark 6. For the above proof, we can see that $\mathcal{M}(l)$ is a non-decreasing function and

$$
\mathcal{M}(l)= \begin{cases}1, & \text { if } l=0 \\ 2, & \text { if } 1 \leq l \leq p^{s-1} \\ \geq 3, & \text { if } p^{s-1}+1 \leq l \leq p^{s}-1 \\ p^{s}, & \text { if } l=p^{s}-1 \\ +\infty, & \text { if } l=p^{s}\end{cases}
$$

Now we are going to determine all repeated-cyclic codes of length $7 p^{s}$ over $\mathbb{F}_{q}$ and their Hamming distances.

Theorem 7. All nonzero repeated-root cyclic codes of length $7 p^{s}$ over $\mathbb{F}_{q}$ are listed in Table 2. Let $\mathcal{C}$ be such a code. Then its Hamming distance is determined case by case as follows.

Case 1: If $q \equiv 1 \bmod 7$, then $\mathcal{C}=\left\langle\prod_{i=0}^{6}\left(x-\alpha^{i}\right)^{e_{i}}\right\rangle$ for some $e_{i}=0, \ldots, p^{s}$ and $i=0, \ldots, 6$. Assume without loss of generality that $0 \leq e_{0} \leq e_{1} \leq \ldots \leq e_{6} \leq p^{s}$, then

$$
d_{H}(\mathcal{C})=\min \left\{7 \mathcal{M}\left(e_{0}\right), 6 \mathcal{M}\left(e_{1}\right), 5 \mathcal{M}\left(e_{2}\right), 4 \mathcal{M}\left(e_{3}\right), 3 \mathcal{M}\left(e_{4}\right), 2 \mathcal{M}\left(e_{5}\right), \mathcal{M}\left(e_{6}\right)\right\}
$$

Case 2: If $q \equiv 6 \bmod 7$, then $\mathcal{C}=\left\langle(x-1)^{e_{0}} f_{1}(x)^{e_{1}} f_{2}(x)^{e_{2}} f_{3}(x)^{e_{3}}\right\rangle$ for some $e_{i}=0, \ldots, p^{s}$ and $i=0,1,2,3$. Assume without loss of generality that $e_{1} \leq e_{2} \leq e_{3}$, then

$$
d_{H}(\mathcal{C})= \begin{cases}\min \left\{7 \mathcal{M}\left(e_{0}\right), 5 \mathcal{M}\left(e_{1}\right), 3 \mathcal{M}\left(e_{2}\right), \mathcal{M}\left(e_{3}\right)\right\}, & \text { if } e_{0} \leq e_{1} \leq e_{2} \leq e_{3} \\ \min \left\{6 \mathcal{M}\left(e_{1}\right), 5 \mathcal{M}\left(e_{0}\right), 3 \mathcal{M}\left(e_{2}\right), \mathcal{M}\left(e_{3}\right)\right\}, & \text { if } e_{1} \leq e_{0} \leq e_{2} \leq e_{3} \\ \min \left\{6 \mathcal{M}\left(e_{1}\right), 4 \mathcal{M}\left(e_{2}\right), 3 \mathcal{M}\left(e_{0}\right), \mathcal{M}\left(e_{3}\right)\right\}, & \text { if } e_{1} \leq e_{2} \leq e_{0} \leq e_{3} \\ \min \left\{6 \mathcal{M}\left(e_{1}\right), 4 \mathcal{M}\left(e_{2}\right), 2 \mathcal{M}\left(e_{3}\right), \mathcal{M}\left(e_{0}\right)\right\}, & \text { if } e_{1} \leq e_{2} \leq e_{3} \leq e_{0}\end{cases}
$$

Case 3: If $q \equiv 2$ or $4 \bmod 7$, then $\mathcal{C}=\left\langle(x-1)^{e_{0}} f_{4}(x)^{e_{1}} f_{5}(x)^{e_{2}}\right\rangle$ for some $e_{i}=0, \ldots, p^{s}$ and $i=0,1,2$. Assume without loss of generality that $e_{1} \leq e_{2}$, then

$$
d_{H}(\mathcal{C})= \begin{cases}\min \left\{7 \mathcal{M}\left(e_{0}\right), 4 \mathcal{M}\left(e_{1}\right), \mathcal{M}\left(e_{2}\right)\right\}, & \text { if } e_{0} \leq e_{1} \leq e_{2} \\ \min \left\{5 \mathcal{M}\left(e_{1}\right), 4 \mathcal{M}\left(e_{0}\right), \mathcal{M}\left(e_{2}\right)\right\}, & \text { if } e_{1} \leq e_{0} \leq e_{2} \\ \min \left\{5 \mathcal{M}\left(e_{1}\right), 2 \mathcal{M}\left(e_{2}\right), \mathcal{M}\left(e_{0}\right)\right\}, & \text { if } e_{1} \leq e_{2} \leq e_{0}\end{cases}
$$

Case 4: If $q \equiv 3$ or $5 \bmod 7$, then $\mathcal{C}=\left\langle(x-1)^{e_{0}} f_{6}(x)^{e_{1}}\right\rangle$ for some $e_{i}=0, \ldots, p^{s}$ and $i=0,1$ and

$$
d_{H}(\mathcal{C})= \begin{cases}\min \left\{7 \mathcal{M}\left(e_{0}\right), \mathcal{M}\left(e_{1}\right)\right\}, & \text { if } e_{0} \leq e_{1} \\ \min \left\{2 \mathcal{M}\left(e_{1}\right), \mathcal{M}\left(e_{0}\right)\right\}, & \text { if } e_{1} \leq e_{0}\end{cases}
$$

Here, the function $\mathcal{M}$ is defined in Lemma 5.
Proof. We prove the theorem for the case when $q \equiv 1 \bmod 7$. The other cases are proved similarly, so we omit it. In case $q \equiv 1 \bmod 7$, according to Table 1 , the polynomial $x^{7}-1$ is factored linearly over $\mathbb{F}_{q}$ as $x^{7}-1=\prod_{i=0}^{6}\left(x-\alpha^{i}\right)$, where $\alpha$ is a primitive root of $x^{7}-1$ in $\mathbb{F}_{q}$. Therefore,

$$
x^{7 p^{s}}-1=\left(x^{7}-1\right)^{p^{s}}=\prod_{i=0}^{6}\left(x-\alpha^{i}\right)^{p^{s}}
$$

Since $\mathcal{C}$ is a principal ideal generated by a divisor of $x^{7 p^{s}}-1, \mathcal{C}$ must be of the form

$$
\mathcal{C}=\left\langle\prod_{i=0}^{6}\left(x-\alpha^{i}\right)^{e_{i}}\right\rangle
$$

for some $e_{i}=0, \ldots, p^{s}$ and $i=0, \ldots, 6$.

The Hamming distance of $\mathcal{C}$ will be determined by using Lemma 4 and 5 as follows. Without loss of generality, we assume that $0 \leq e_{0} \leq \ldots \leq e_{6} \leq p^{s}$. For each $t=0, \ldots, p^{s}$, the associated simple-root polynomial $g_{t}$ is given by

$$
g_{t}(x)= \begin{cases}x^{7}-1, & \text { if } 0 \leq t<e_{0}, \\ (x-\alpha)\left(x-\alpha^{2}\right)\left(x-\alpha^{3}\right)\left(x-\alpha^{4}\right)\left(x-\alpha^{5}\right)\left(x-\alpha^{6}\right), & \text { if } e_{0} \leq t<e_{1}, \\ \left(x-\alpha^{2}\right)\left(x-\alpha^{3}\right)\left(x-\alpha^{4}\right)\left(x-\alpha^{5}\right)\left(x-\alpha^{6}\right), & \text { if } e_{1} \leq t<e_{2}, \\ \left(x-\alpha^{3}\right)\left(x-\alpha^{4}\right)\left(x-\alpha^{5}\right)\left(x-\alpha^{6}\right), & \text { if } e_{2} \leq t<e_{3}, \\ \left(x-\alpha^{4}\right)\left(x-\alpha^{5}\right)\left(x-\alpha^{6}\right), & \text { if } e_{3} \leq t<e_{4}, \\ \left(x-\alpha^{5}\right)\left(x-\alpha^{6}\right), & \text { if } e_{4} \leq t<e_{5}, \\ x-\alpha^{6}, & \text { if } e_{5} \leq t<e_{6}, \\ 1, & \text { if } e_{6} \leq t \leq p^{s} .\end{cases}
$$

By applying Lemma 4, we have

$$
\begin{aligned}
d_{H}(\mathcal{C}) & =\min _{0 \leq t \leq p^{s}} P_{t} d_{H}\left(\mathcal{C}_{t}\right) \\
& =\min \left\{\min _{e_{0} \leq t<e_{1}} 7 P_{t}, \min _{e_{1} \leq t<e_{2}} 6 P_{t}, \min _{e_{2} \leq t<e_{3}} 5 P_{t}, \min _{e_{3} \leq t<e_{4}} 4 P_{t}, \min _{e_{4} \leq t<e_{5}} 3 P_{t}, \min _{e_{5} \leq t<e_{6}} 2 P_{t}, \min _{e_{6} \leq t<p^{s}} P_{t}\right\} \\
& =\min \left\{\min _{e_{0} \leq t \leq p^{s}} 7 P_{t}, \min _{e_{1} \leq t \leq p^{s}} 6 P_{t}, \min _{e_{2} \leq t \leq p^{s}} 5 P_{t}, \min _{e_{3} \leq t \leq p^{s}} 4 P_{t}, \min _{e_{4} \leq t \leq p^{s}} 3 P_{t}, \min _{e_{5} \leq t \leq p^{s}} 2 P_{t}, \min _{e_{6} \leq t \leq p^{s}} P_{t}\right\} .
\end{aligned}
$$

Thus, by Lemma 5, we have

$$
d_{H}(\mathcal{C})=\min \left\{7 \mathcal{M}\left(e_{0}\right), 6 \mathcal{M}\left(e_{1}\right), 5 \mathcal{M}\left(e_{2}\right), 4 \mathcal{M}\left(e_{3}\right), 3 \mathcal{M}\left(e_{4}\right), 2 \mathcal{M}\left(e_{5}\right), \mathcal{M}\left(e_{6}\right)\right\}
$$

The theorem is then proved.

TABLE 2. All nonzero repeated-root cyclic codes of length $7 p^{s}$ over $\mathbb{F}_{q}$. Here, $0 \leq e_{j} \leq p^{s}$ with $j=0, \ldots, 6$, and $f_{i}(x)$ are defined in Eq. (2).

|  | $q=p^{m}$ | The cyclic code $\mathcal{C}$ |
| :--- | :--- | :--- |
| Case 1 | $q \equiv 1 \bmod 7$ | $\left\langle\prod_{j=0}^{6}\left(x-\alpha^{j}\right)^{e_{j}}\right\rangle$ |
| Case 2 | $q \equiv 6 \bmod 7$ | $\left\langle(x-1)^{e_{0}} f_{1}(x)^{e_{1}} f_{2}(x)^{e_{2}} f_{3}(x)^{e_{3}}\right\rangle$ |
| Case 3 | $q \equiv 2$ or $4 \bmod 7$ | $\left\langle(x-1)^{e_{0}} f_{4}(x)^{e_{1}} f_{5}(x)^{e_{2}}\right\rangle$ |
| Case 4 | $q \equiv 3$ or $5 \bmod 7$ | $\left\langle(x-1)^{e_{0}} f_{6}(x)^{e_{1}}\right\rangle$ |

## 5. Repeated-root $\lambda$-constacyclic codes of length $7 p^{s}$

In this section, we will classify all of repeated-root constacylic codes of length $7 p^{s}$ over $\mathbb{F}_{q}$ in terms of their generator polynomials and determine their Hamming distances. The following proposition shows that almost all of these constacylic codes indeed have the same structure as a cyclic codes of the same length via an appropriate ring isomorphism.
Proposition 8. Assume that $\beta$ is the generator of the multiplicative group $\mathbb{F}_{q}^{*}$ and $l$ is a prime number such that $l \neq p$.
(1) If $\left(q \equiv 1 \bmod l\right.$ and $\left.\lambda \notin\left\langle\beta^{l}\right\rangle\right)$, then $\lambda=\gamma^{p^{s}}$ for some $\gamma \in \mathbb{F}_{q}^{*}$ and the polynomial $x^{l}-\gamma$ is irreducible over $\mathbb{F}_{q}$. As a consequence, any $\lambda$-constacyclic code in $\mathbb{F}_{q}[x] /\left\langle x^{l p^{s}}-\lambda\right\rangle$ has the form $\mathcal{C}=\left\langle\left(x^{l}-\gamma\right)^{e}\right\rangle$ for some $e=0,1, \ldots, p^{s}$.
(2) If $\left(q \equiv 1 \bmod l\right.$ and $\left.\lambda \in\left\langle\beta^{l}\right\rangle\right)$ or $(q \not \equiv 1 \bmod l)$, then $\lambda=\zeta^{l p^{s}}$ for some $\zeta \in \mathbb{F}_{q}^{*}$ and the ring homomorphism $\phi: \mathbb{F}_{q}[x] /\left\langle x^{l p^{s}}-\lambda\right\rangle \rightarrow \mathbb{F}_{q}[x] /\left\langle x^{l p^{s}}-1\right\rangle$ defined by $f(x) \mapsto f(\zeta x)$ is an isomorphism. As a consequence, any $\lambda$-constacyclic code in $\mathbb{F}_{q}[x] /\left\langle x^{l p^{s}}-\lambda\right\rangle$ has the form $\mathcal{C}\left(\zeta^{-1} x\right)$, where $\mathcal{C}=\mathcal{C}(x)$ is a cyclic code in $\mathbb{F}_{q}[x] /\left\langle x^{l p^{s}}-1\right\rangle$.
Proof. See Theorems 4.1 and 4.2 in [3].

Based on the above proposition and Theorem 7, we can classify all repeated-root $\lambda$-constacyclic codes of length $7 p^{s}$ and determine their Hamming distances as in the following theorem.

Theorem 9. Let $\beta$ be the generator of the multiplicative group $\mathbb{F}_{q}^{*}$ and $\gamma \in \mathbb{F}_{q}^{*}$. All nonzero repeated-root $\lambda$-constacyclic codes of length $7 p^{s}$ over $\mathbb{F}_{q}$ are listed in Table 3.

Let $\mathcal{C}$ be such a code. Then its Hamming distance is determined case by case as follows.
Case 1a: If $q \equiv 1 \bmod 7$ and $\lambda \notin\left\langle\beta^{7}\right\rangle$, then $\mathcal{C}=\left\langle\left(x^{7}-\gamma\right)^{e_{0}}\right\rangle$ for some $e_{0}=0,1, \ldots, p^{s}$ and for $\gamma \in \mathbb{F}_{q}^{*}$ such that $\lambda=\gamma^{p^{s}}$. In this case, $d_{H}(\mathcal{C})=\mathcal{M}\left(e_{0}\right)$.
Case 1b: If $q \equiv 1 \bmod 7$ and $\lambda \in\left\langle\beta^{7}\right\rangle$, then $\mathcal{C}=\left\langle\prod_{i=0}^{6}\left(x-\zeta \alpha^{i}\right)^{e_{i}}\right\rangle$ for some $e_{i}=0,1, \ldots, p^{s}$ and $\zeta \in \mathbb{F}_{q}^{*}$ such that $\lambda=\zeta^{7 p^{s}}$. Furthermore, assume without loss of generality that $0 \leq e_{0} \leq$ $e_{1} \leq \ldots \leq e_{6} \leq p^{s}$, then

$$
d_{H}(\mathcal{C})=\min \left\{7 \mathcal{M}\left(e_{0}\right), 6 \mathcal{M}\left(e_{1}\right), 5 \mathcal{M}\left(e_{2}\right), 4 \mathcal{M}\left(e_{3}\right), 3 \mathcal{M}\left(e_{4}\right), 2 \mathcal{M}\left(e_{5}\right), \mathcal{M}\left(e_{6}\right)\right\}
$$

Case 2: If $q \equiv 6 \bmod 7$, then $\mathcal{C}=\left\langle(x-\zeta)^{e_{0}} f_{1}\left(\zeta^{-1} x\right)^{e_{1}} f_{2}\left(\zeta^{-1} x\right)^{e_{2}} f_{3}\left(\zeta^{-1} x\right)^{e_{3}}\right\rangle$ for some $e_{i}=$ $0,1, \ldots, p^{s}$ and $\zeta \in \mathbb{F}_{q}^{*}$ such that $\lambda=\zeta^{7 p^{s}}$. Furthermore, assume without loss of generality that $e_{1} \leq e_{2} \leq e_{3}$, then

$$
d_{H}(\mathcal{C})= \begin{cases}\min \left\{7 \mathcal{M}\left(e_{0}\right), 5 \mathcal{M}\left(e_{1}\right), 3 \mathcal{M}\left(e_{2}\right), \mathcal{M}\left(e_{3}\right)\right\}, & \text { if } e_{0} \leq e_{1} \leq e_{2} \leq e_{3} \\ \min \left\{6 \mathcal{M}\left(e_{1}\right), 5 \mathcal{M}\left(e_{0}\right), 3 \mathcal{M}\left(e_{2}\right), \mathcal{M}\left(e_{3}\right)\right\}, & \text { if } e_{1} \leq e_{0} \leq e_{2} \leq e_{3} \\ \min \left\{6 \mathcal{M}\left(e_{1}\right), 4 \mathcal{M}\left(e_{2}\right), 3 \mathcal{M}\left(e_{0}\right), \mathcal{M}\left(e_{3}\right)\right\}, & \text { if } e_{1} \leq e_{2} \leq e_{0} \leq e_{3} \\ \min \left\{6 \mathcal{M}\left(e_{1}\right), 4 \mathcal{M}\left(e_{2}\right), 2 \mathcal{M}\left(e_{3}\right), \mathcal{M}\left(e_{0}\right)\right\}, & \text { if } e_{1} \leq e_{2} \leq e_{3} \leq e_{0}\end{cases}
$$

Case 3: If $q \equiv 2$ or $4 \bmod 7$, then $\mathcal{C}=\left\langle(x-\zeta)^{e_{0}} f_{4}\left(\zeta^{-1} x\right)^{e_{1}} f_{5}\left(\zeta^{-1} x\right)^{e_{2}}\right\rangle$ for some $e_{i}=$ $0,1, \ldots, p^{s}$ and $\zeta \in \mathbb{F}_{q}^{*}$ such that $\lambda=\zeta^{7 p^{s}}$. Furthermore, assume without loss of generality that $e_{1} \leq e_{2}$, then

$$
d_{H}(\mathcal{C})= \begin{cases}\min \left\{7 \mathcal{M}\left(e_{0}\right), 4 \mathcal{M}\left(e_{1}\right), \mathcal{M}\left(e_{2}\right)\right\}, & \text { if } e_{0} \leq e_{1} \leq e_{2} \\ \min \left\{5 \mathcal{M}\left(e_{1}\right), 4 \mathcal{M}\left(e_{0}\right), \mathcal{M}\left(e_{2}\right)\right\}, & \text { if } e_{1} \leq e_{0} \leq e_{2} \\ \min \left\{5 \mathcal{M}\left(e_{1}\right), 2 \mathcal{M}\left(e_{2}\right), \mathcal{M}\left(e_{0}\right)\right\}, & \text { if } e_{1} \leq e_{2} \leq e_{0}\end{cases}
$$

Case 4: If $q \equiv 3$ or $5 \bmod 7$, then $\mathcal{C}=\left\langle(x-\zeta)^{e_{0}} f_{6}(\zeta x)^{e_{1}}\right\rangle$ for some $e_{i}=0,1, \ldots, p^{s}$ and $\zeta \in \mathbb{F}_{q}^{*}$ such that $\lambda=\zeta^{7 p^{s}}$. In this case, we have

$$
d_{H}(\mathcal{C})= \begin{cases}\min \left\{7 \mathcal{M}\left(e_{0}\right), \mathcal{M}\left(e_{1}\right)\right\}, & \text { if } e_{0} \leq e_{1} \\ \min \left\{2 \mathcal{M}\left(e_{1}\right), \mathcal{M}\left(e_{0}\right)\right\}, & \text { if } e_{1} \leq e_{0}\end{cases}
$$

Here, the function $\mathcal{M}$ is defined in Lemma 5.
Proof. Assume that $\mathcal{C}$ is a nonzero repeated-root $\lambda$-constacyclic code of length $7 p^{s}$ over $\mathbb{F}_{q}$. According to Proposition $8, \mathcal{C}$ has only one of the following two forms:
(1) $\mathcal{C}=\left\langle\left(x^{7}-\gamma\right)^{e_{0}}\right\rangle$, for some $\gamma \in \mathbb{F}_{q}^{*}$ such that $\lambda=\gamma^{p^{s}}$. This form occurs when $q \equiv 1 \bmod 7$ and $\lambda \in\left\langle\beta^{7}\right\rangle$ which is Case $\mathbf{1 a}$.
(2) $\mathcal{C}=\overline{\mathcal{C}}\left(\zeta^{-1} x\right)$, where $\overline{\mathcal{C}}$ is a repeated-root cyclic code of length $7 p^{s}$ over $\mathbb{F}_{q}$, and $\zeta \in \mathbb{F}_{q}^{*}$ such that $\lambda=\zeta^{7 p^{s}}$. This form occurs in Cases $1 \boldsymbol{b}$ and 2-4.
In combination with the list of all possibilities for $\overline{\mathcal{C}}$ in Table 2, we obtain the list of all possibilities for $\mathcal{C}$ in Table 3.

Next, we determine the Hamming distance of $\mathcal{C}$. Cases $\mathbf{1 b}$ and 2-4 follows directly from the fact that $d_{H}(\mathcal{C})=d_{H}(\overline{\mathcal{C}})$ and Theorem 2. We only need to consider Case $\mathbf{1 a}$ when $\left(q \equiv 1 \bmod 7\right.$ and $\left.\lambda \notin\left\langle\beta^{7}\right\rangle\right)$. In this case, $\mathcal{C}$ must be of the form $\mathcal{C}=\left\langle\left(x^{7}-\gamma\right)^{e_{0}}\right\rangle$ for some $e_{0}=0,1, \ldots, p^{s}$. By [19, Theorem 7.5], we known that

$$
d_{H}(\mathcal{C})= \begin{cases}1, & \text { if } e_{0}=0 \\ (\beta+2) p^{\tau}, & \text { if } p^{s}-p^{s-\tau}+\beta p^{s-\tau-1}+1 \leq e_{0} \leq p^{s}-p^{s-\tau}+(\beta+1) p^{s-\tau-1} \\ +\infty, & \text { if } e_{0}=p^{s}\end{cases}
$$

By using the same argument as in the proof of Lemma 5, we can verify that the right hand side is exactly equal to $\mathcal{M}\left(e_{0}\right)$. Thus, $d_{H}(\mathcal{C})=\mathcal{M}\left(e_{0}\right)$. The theorem is then proved.

Table 3. All nonzero repeated-root $\lambda$-constacyclic codes of length $7 p^{s}$ over $\mathbb{F}_{q}$. Here, $0 \leq e_{j} \leq p^{s}, \beta$ is the generator of $\mathbb{F}_{q}^{*}$, and $f_{i}(x)$ are defined in Eq. (2).
\(\left.\begin{array}{llll}\hline \& q=p^{m} \& \lambda \& The \lambda -constacyclic codes \mathcal{C} <br>
\hline Case 1a \& q \equiv 1 \bmod 7 \& \lambda=\gamma^{p^{s}} \& \left\langle\left(x^{7}-\gamma\right)^{e_{0}}\right\rangle <br>

\& and \lambda \notin\left\langle\beta^{7}\right\rangle\end{array}\right]\)| Case 1b | $q \equiv 1 \bmod 7$ | $\lambda=\zeta^{7 p^{s}}$ |
| :--- | :--- | :--- |$\quad\left\langle\prod_{j=0}^{6}\left(x-\zeta \alpha^{j}\right)^{e_{j}}\right\rangle$.

## 6. MDS repeated-root constacyclic codes of length $7 p^{s}$

In this section, we characterize all MDS codes among the class of repeated-root constacyclic codes of length $7 p^{s}$ over $\mathbb{F}_{q}$. Because the Hamming distance of these codes is calculated via the function $\mathcal{M}$, we first begin with a bound for $\mathcal{M}$.
Lemma 10. For every integer $l$ such that $0 \leq l \leq p^{s}-1$, we have $\mathcal{M}(l) \leq l+1$. The equality holds if and only if either $s=1$ or $l=0,1, p^{s}-1$.
Proof. From Remark 6, we see that if $0 \leq l \leq p^{s-1}$ then $\mathcal{M}(l) \leq l+1$. We only need to consider the case when $p^{s-1}+1 \leq l \leq p^{s}-1$. Following the lines in [19, Theorem 7.4], we have

$$
\mathcal{M}(l)=\min _{l \leq t \leq p^{s}} P_{t}=(\beta+2) p^{\tau}
$$

where $(\beta, \tau)$ is the unique pair of integers such that $0 \leq \beta \leq p-2,0 \leq \tau \leq s-1$ and

$$
p^{s}-p^{s-\tau}+\beta p^{s-\tau-1}+1 \leq l \leq p^{s}-p^{s-\tau}+(\beta+1) p^{s-\tau-1} .
$$

Hence, it suffices to prove that

$$
(\beta+2) p^{\tau} \leq p^{s}-p^{s-\tau}+\beta p^{s-\tau-1}+2,
$$

or equivalently,

$$
\beta\left(p^{\tau}-p^{s-\tau-1)} \leq\left(p^{s-\tau}-2\right)\left(p^{\tau}-1\right)\right.
$$

The later inequality is true because $\beta \leq p-2 \leq p^{s-\tau}-2$ and $p^{\tau}-p^{s-\tau-1} \leq p^{\tau}-1$. Hence, $\mathcal{M}(l) \leq l+1$. The equality occurs if and only if either

$$
\left\{\begin{array}{l}
p^{\tau}-1=p^{\tau}-p^{s-\tau-1}=0  \tag{5}\\
l=p^{s}-p^{s-\tau}+\beta p^{s-\tau-1}+1
\end{array}\right.
$$

or

$$
\left\{\begin{array}{l}
l=p^{s}-p^{s-\tau}+\beta p^{s-\tau-1}+1  \tag{6}\\
\beta=p-2 \\
\tau=s-1
\end{array}\right.
$$

Eq. (5) is equivalent to ( $\tau=0, s=1, l=\beta+1$ ). While Eq. (6) is equivalent to $l=p^{s}-1$. The lemma is then proved.

Theorem 11. Let $\mathcal{C}=\langle g(x)\rangle \subseteq \mathbb{F}_{p^{m}}[x] /\left\langle x^{7 p^{s}}-\lambda\right\rangle$ be a non-trivial $\lambda$-constacyclic code of length $7 p^{s}$ over $\mathbb{F}_{p^{m}}$, where $g(x)$ is a monic divisor of $x^{7 p^{s}}-\lambda$. Then $\mathcal{C}$ is an MDS code if and only if either $s=0$ or $\operatorname{deg} g=1$ or $\operatorname{deg} g=7 p^{s}-1$.

Proof. We observe that $\mathcal{C}$ is an MDS code if and only if $d_{H}(\mathcal{C})=1+\operatorname{deg} g$. By Theorem 3, this condition holds when $s=0$. Therefore, we only need to consider the case when $s \geq 1$. Furthermore, if $\operatorname{deg} g=1$ then $g(x)=x-\alpha^{i}$ for some integer $0 \leq i \leq 6$ such that $\alpha^{i} \in \mathbb{F}_{p^{m}}$, and then $d_{H}(\mathcal{C})=2=1+\operatorname{deg} g$ (by Theorem 9). Similarly, if $\operatorname{deg} g=7 p^{s}-1$ then $g$ has exactly one irreducible factor of degree strictly smaller than $p^{s}$, namely $\left(x-\alpha^{i}\right)^{p^{s}-1}$, and then $d_{H}(\mathcal{C})=7 \mathcal{M}\left(p^{s}-1\right)=7 p^{s}=\operatorname{deg} g+1$. This proves the "if" part of the theorem.

Suppose now that $\mathcal{C}$ is a non-trivial MDS code, i.e., $\mathcal{C} \neq\{0\}, \mathcal{C} \neq \mathbb{F}_{p^{m}}^{7 p^{s}}$ and $d_{H}(\mathcal{C})=\operatorname{deg} g+1$. We will prove that $\operatorname{deg} g=1$ or $\operatorname{deg} g=7 p^{s}-1$ holds. It is noted that $\mathcal{C}$ must be one of the forms listed in the five cases in Theorem 9.

- Case 1a: $7 \mid p^{m}-1$ and $\lambda \notin\left\langle\beta^{7}\right\rangle$. Then $g(x)=\left(x^{7}-\gamma\right)^{e_{0}}$ for some integers $1 \leq e_{0} \leq p^{s}-1$ and $\gamma \in \mathbb{F}_{q}^{*}$ such that $x^{7}-\gamma$ is irreducible. By Theorem 9 and Lemma 10, we have

$$
d_{H}(\mathcal{C})=\mathcal{M}\left(e_{0}\right) \leq e_{0}+1<7 e_{0}+1=\operatorname{deg} g+1
$$

Therefore, there is no MDS code in this case. This case is excluded.

- Case 1b: $7 \mid p^{m}-1$ and $\lambda \in\left\langle\beta^{7}\right\rangle$. Then $g(x)=\prod_{i=0}^{6}\left(x-\zeta \alpha^{i}\right)^{e_{i}}$ for some integers $0 \leq e_{i} \leq p^{s}$ and $0 \leq i \leq 6$. Thus $\operatorname{deg} g=\sum_{j=0}^{6} e_{j}$. Without loss of generality, we can assume that $0 \leq e_{0} \leq$ $e_{1} \leq \cdots \leq e_{6} \leq p^{s}$. By Theorem 7, we have

$$
d_{H}(\mathcal{C})=\min \left\{7 \mathcal{M}\left(e_{0}\right), 6 \mathcal{M}\left(e_{1}\right), 5 \mathcal{M}\left(e_{2}\right), 4 \mathcal{M}\left(e_{3}\right), 3 \mathcal{M}\left(e_{4}\right), 2 \mathcal{M}\left(e_{5}\right), \mathcal{M}\left(e_{6}\right)\right\}
$$

Let $k$ be the largest index such that $e_{k}<p^{s}$, i.e.,

$$
0 \leq e_{0} \leq \ldots \leq e_{k}<e_{k+1}=p^{s}
$$

It is noted that such $k$ exists because $\mathcal{C}$ is nontrivial. Since $\mathcal{M}\left(p^{s}\right)=\infty$ and $\mathcal{M}(e) \leq e+1$ for every $0 \leq e \leq p^{s}-1$ (see Lemma 10), we have

$$
\begin{aligned}
d_{H}(\mathcal{C}) & \leq(7-k) \mathcal{M}\left(e_{k}\right) \leq(7-k)\left(e_{k}+1\right) \\
& \leq e_{k}+1+(6-k) p^{s}=e_{k}+1+\left(e_{k+1}+\cdots+e_{6}\right) \\
& \leq 1+\operatorname{deg} g
\end{aligned}
$$

- Case 1b.1: $0<k<6$ and $e_{0}>0$. Then $e_{k}+1+\left(e_{k+1}+\cdots+e_{6}\right)<1+\operatorname{deg} g$, and hence, $d_{H}(\mathcal{C}) \leq \operatorname{deg} g$. There is no MDS code in this case. This case is excluded.
- Case 1b.2: $0<k<6$ and $e_{0}=0$. Then $d_{H}(\mathcal{C}) \leq 7 \mathcal{M}\left(e_{0}\right)=7<p^{s}=e_{6} \leq \operatorname{deg} g$. There is no MDS code in this case. This case is excluded.
- Case 1b.3: $k=0$. If so, $d_{H}(\mathcal{C})=\operatorname{deg} g+1$ only if the equality $(7-k)\left(e_{k}+1\right)=$ $e_{k}+1+(6-k) p^{s}$ holds. Hence, $e_{0}=p^{s}-1, e_{1}=\ldots=e_{6}=p^{s}$.
- Case 1b.4: $k=6$. In this case, the equality $e_{k}+1+\left(e_{k+1}+\cdots+e_{6}\right)=1+\operatorname{deg} g$ holds only if $e_{0}=e_{1}=\cdots=e_{5}=0$. If so, $d_{H}(\mathcal{C})=2 \mathcal{M}\left(e_{5}\right)=2$. Hence, $d_{H}(\mathcal{C})=\operatorname{deg} g+1$ only if $e_{6}=1$.
In summary, $\mathcal{C}$ is an MDS code only if either ( $k=0, e_{0}=p^{s}-1$ and $e_{1}=\cdots=e_{6}=p^{s}$ ) or ( $\left.k=6, \quad e_{0}=e_{1}=e_{2}=e_{3}=e_{4}=e_{5}=0\right)$ and $e_{6}=1$. This is exactly the case when $\operatorname{deg} g=1$ and $7 p^{s}-1$.
- Case 2: $p^{m} \equiv 6 \bmod 7$. Then $g(x)=\left\langle(x-\zeta)^{e_{0}} f_{1}\left(\zeta^{-1} x\right)^{e_{1}} f_{2}\left(\zeta^{-1} x\right)^{e_{2}} f_{3}\left(\zeta^{-1} x\right)^{e_{3}}\right\rangle$ for some $0 \leq e_{0}, e_{1}, e_{2}, e_{3} \leq p^{s}$. In this case $\operatorname{deg} g=e_{0}+2 e_{1}+2 e_{2}+2 e_{3}$. Without loss of generality, we can assume that $e_{1} \leq e_{2} \leq e_{3}$. By Theorem 9, we have

$$
d_{H}(\mathcal{C})= \begin{cases}\min \left\{7 \mathcal{M}\left(e_{0}\right), 5 \mathcal{M}\left(e_{1}\right), 3 \mathcal{M}\left(e_{2}\right), \mathcal{M}\left(e_{3}\right)\right\}, & \text { if } e_{0} \leq e_{1} \leq e_{2} \leq e_{3} \\ \min \left\{6 \mathcal{M}\left(e_{1}\right), 5 \mathcal{M}\left(e_{0}\right), 3 \mathcal{M}\left(e_{2}\right), \mathcal{M}\left(e_{3}\right)\right\}, & \text { if } e_{1} \leq e_{0} \leq e_{2} \leq e_{3} \\ \min \left\{6 \mathcal{M}\left(e_{1}\right), 4 \mathcal{M}\left(e_{2}\right), 3 \mathcal{M}\left(e_{0}\right), \mathcal{M}\left(e_{3}\right)\right\}, & \text { if } e_{1} \leq e_{2} \leq e_{0} \leq e_{3} \\ \min \left\{6 \mathcal{M}\left(e_{1}\right), 4 \mathcal{M}\left(e_{2}\right), 2 \mathcal{M}\left(e_{3}\right), \mathcal{M}\left(e_{0}\right)\right\}, & \text { if } e_{1} \leq e_{2} \leq e_{3} \leq e_{0}\end{cases}
$$

We split this case into the following subcases as follows:

- Case 2.1: $e_{3}<p^{s}$ and $e_{0} \leq e_{3}$. Then $d_{H}(\mathcal{C}) \leq \mathcal{M}\left(e_{3}\right) \leq e_{3}+1=1+\operatorname{deg} g-\left(e_{0}+2 e_{1}+\right.$ $\left.2 e_{2}+e_{3}\right)$. Hence, $\mathcal{C}$ is an MDS code only if $e_{0}=e_{1}=e_{2}=e_{3}=0$, a trivial code.
- Case 2.2: $e_{3}<e_{0}$. Then $d_{H}(\mathcal{C}) \leq 2 \mathcal{M}\left(e_{3}\right) \leq 2 e_{3}+2=1+\operatorname{deg} g+\left(1-e_{0}-2 e_{1}-2 e_{2}\right) \leq$ $1+\operatorname{deg} g$. It can be verified that

$$
1-e_{0}-2 e_{1}-2 e_{2}=0 \Leftrightarrow e_{0}=1, e_{1}=e_{2}=0
$$

Since $e_{3}<e_{0}=1$, we obtain $e_{3}=0$. Hence, $\operatorname{deg} g=1$, as required.

- Case 2.3: $e_{3}=p^{s}, e_{2}<p^{s}$. Then $d_{H}(\mathcal{C}) \leq 4 \mathcal{M}\left(e_{2}\right) \leq 4 e_{2}+4 \leq \operatorname{deg} g+1+\left(3-e_{0}-2 e_{1}+\right.$ $\left.2 e_{2}-2 p^{s}\right)$. Since $e_{2} \leq p^{s}-1$, we have $3-e_{0}-2 e_{1}+2 e_{2}-2 p^{s} \leq 1-e_{0}-2 e_{1} \leq 1$. It can be verified easily that

$$
\left\{\begin{array}{l}
3-e_{0}-2 e_{1}+2 e_{2}-2 p^{s}=0 \Leftrightarrow e_{0}=1, e_{1}=0, e_{2}=p^{s}-1, \\
3-e_{0}-2 e_{1}+2 e_{2}-2 p^{s}=1 \Leftrightarrow e_{0}=0, e_{1}=0, e_{2}=p^{s}-1
\end{array}\right.
$$

However, if $e_{0}=0,1$ then $d_{H}(\mathcal{C}) \leq 14<2 p^{s} \leq \operatorname{deg} g$. Hence, there is no MDS code in this case.

- Case 2.4: $e_{2}=e_{3}=p^{s}$ and $e_{1}<p^{s}$. Then

$$
d_{H}(\mathcal{C}) \leq 6 \mathcal{M}\left(e_{1}\right) \leq 6 e_{1}+6=\operatorname{deg} g+1+\left(5+4 e_{1}-e_{0}-4 p^{s}\right)
$$

Since $e_{1} \leq p^{s}-1$, we have $5+4 e_{1}-e_{0}-4 p^{s} \leq 1-e_{0}$. It can be verified easily that

$$
\left\{\begin{array}{l}
5+4 e_{1}-e_{0}-4 p^{s}=0 \Leftrightarrow e_{0}=1 \text { and } e_{1}=p^{s}-1, \\
5+4 e_{1}-e_{0}-4 p^{s}=1 \Leftrightarrow e_{0}=0 \text { and } e_{1}=p^{s}-1 .
\end{array}\right.
$$

However, if $e_{0} \leq 1$ then $d_{H}(\mathcal{C}) \leq 14<2 p^{s} \leq \operatorname{deg} g$. Hence, there is no MDS code in this case.

- Case 2.5: $e_{1}=e_{2}=e_{3}=p^{s}$. Then $e_{0}<p^{s}$ and

$$
d_{H}(\mathcal{C})=7 \mathcal{M}\left(e_{0}\right) \leq 7 e_{0}+7 \leq \operatorname{deg} g+1
$$

The equality $d_{H}(\mathcal{C})=\operatorname{deg} g+1$ holds only if $7 e_{0}+7=e_{0}+6 p^{s}+1$ or $e_{0}=p^{s}-1$. Hence, $\operatorname{deg} g=7 p^{s}-1$ as required.

- Case 3: $p^{m} \equiv 2,4 \bmod 7$. Then $g(x)=(x-\zeta)^{e_{0}} f_{4}(x)^{e_{1}} f_{5}(x)^{e_{2}}$ for some $0 \leq e_{0}, e_{1}, e_{2} \leq p^{s}$. In this case, $\operatorname{deg} g=e_{0}+3 e_{1}+3 e_{2}$. Without loss of generality, we can assume that $e_{1} \leq e_{2}$. By Theorem 9, we have

$$
d_{H}(\mathcal{C})= \begin{cases}\min \left\{7 \mathcal{M}\left(e_{0}\right), 4 \mathcal{M}\left(e_{1}\right), \mathcal{M}\left(e_{2}\right)\right\}, & \text { if } e_{0} \leq e_{1} \leq e_{2} \\ \min \left\{5 \mathcal{M}\left(e_{1}\right), 4 \mathcal{M}\left(e_{0}\right), \mathcal{M}\left(e_{2}\right)\right\}, & \text { if } e_{1} \leq e_{0} \leq e_{2} \\ \min \left\{5 \mathcal{M}\left(e_{1}\right), 2 \mathcal{M}\left(e_{2}\right), \mathcal{M}\left(e_{0}\right)\right\}, & \text { if } e_{1} \leq e_{2} \leq e_{0}\end{cases}
$$

We split this case to three subcases as follows:

- Case 3.1: $e_{2}<p^{s}$. By Lemma 10, we have $d_{H}(\mathcal{C}) \leq 2 \mathcal{M}\left(e_{2}\right) \leq 2 e_{2}+2=\operatorname{deg} g+\left(2-e_{0}-\right.$ $\left.3 e_{1}-e_{2}\right) \leq \operatorname{deg} g+1$ (since $\mathcal{C}$ is non-trivial). Now, we can verify that

$$
2-e_{0}-3 e_{1}-e_{2}=1 \Leftrightarrow\left(e_{0}=1, e_{1}=0, e_{2}=0\right) \vee\left(e_{0}=0, e_{1}=0, e_{2}=1\right)
$$

Hence, $\mathcal{C}$ is an MDS code, i.e., $d_{H}(\mathcal{C})=\operatorname{deg} g+1$, if and only if $e_{0}=0, e_{1}=0, e_{2}=1$. This is exactly when $\operatorname{deg} g=1$, as required.

- Case 3.2: $e_{1}<p^{s}, e_{2}=p^{s}$. Then $d_{H}(\mathcal{C}) \leq 5 \mathcal{M}\left(e_{1}\right) \leq 5 e_{1}+5 \leq \operatorname{deg} g+\left(5-2 p^{s}\right) \leq \operatorname{deg} g$. Hence, there is no MDS code in this case.
- Case 3.3: $e_{1}=e_{2}=p^{s}$. Then $d_{H}(\mathcal{C})=7 \mathcal{M}\left(e_{0}\right) \leq 7 e_{0}+7 \leq \operatorname{deg} g+1$. The equality $d_{H}(\mathcal{C})=\operatorname{deg} g+1$ holds if and only if $e_{0}=p^{s}-1$. Hence, $\mathcal{C}$ is an MDS code if and only if $\operatorname{deg} g=7 p^{s}-1$
- Case 4: $p^{m} \equiv 3,5 \bmod 7$. Then $g(x)=(x-\zeta)^{e_{0}} f_{6}\left(\zeta^{-1} x\right)^{e_{1}}$ for some $e_{i}=0,1, \ldots, p^{s}$ and $i=0,1$. In this case, $\operatorname{deg} g=e_{0}+6 e_{1}$. By Theorem 9 again, we have

$$
d_{H}(\mathcal{C})= \begin{cases}\min \left\{7 \mathcal{M}\left(e_{0}\right), \mathcal{M}\left(e_{1}\right)\right\}, & \text { if } e_{0} \leq e_{1} \\ \min \left\{2 \mathcal{M}\left(e_{1}\right), \mathcal{M}\left(e_{0}\right)\right\}, & \text { if } e_{1} \leq e_{0}\end{cases}
$$

- Case 4.1: $e_{1} \leq p^{s}-1$. Since $\mathcal{C}$ is non-trivial, we have

$$
d_{H}(\mathcal{C}) \leq 2 \mathcal{M}\left(e_{1}\right) \leq 2 e_{1}+2=\operatorname{deg} g+1+\left(1-e_{0}-4 e_{1}\right) \leq \operatorname{deg} g+1
$$

Hence, $d_{H}(\mathcal{C})=1+\operatorname{deg} g$ holds only if $e_{0}=1, e_{1}=0$ or $\operatorname{deg} g=1$.

- Case 4.2: $e_{1}=p^{s}$. In this case, $e_{0}<p^{s}$ because $\mathcal{C}$ is non-trivial. It follows that

$$
d_{H}(\mathcal{C})=7 \mathcal{M}\left(e_{0}\right) \leq 7 e_{0}+7 \leq 1+e_{0}+6\left(1+e_{0}\right) \leq 1+\operatorname{deg} g .
$$

If $d_{H}(C)=1+\operatorname{deg} g$ then $1+e_{0}=p^{s}$ or $e_{0}=p^{s}-1$ or $\operatorname{deg} g=7 p^{s}-1$, as required.

## 7. Self-orthogonal, dual-containing, and self-dual repeated-root constacyclic codes of length $7 p^{s}$

For a linear code $\mathcal{C}$ of length $n$ over $\mathbb{F}_{q}$, its dual $\mathcal{C}^{\perp}$ is defined as

$$
\mathcal{C}^{\perp}:=\left\{x \in \mathbb{F}_{q} \text { such that } x \cdot y=0, \forall y \in \mathcal{C}\right\}
$$

The code $\mathcal{C}$ is said to be self-orthogonal if $\mathcal{C} \subseteq \mathcal{C}^{\perp}$, dual-containing if $\mathcal{C}^{\perp} \subseteq \mathcal{C}$, and self-dual if $\mathcal{C}=\mathcal{C}^{\perp}$. If $\mathcal{C}$ is a cyclic code of length $n$ over $\mathbb{F}_{q}$, then so is $\mathcal{C}^{\perp}$. In this case, the generator polynomial of $\mathcal{C}^{\perp}$ can be determined directly from the generator polynomial of $\mathcal{C}$ via the following well-known result.

Proposition 12. Let $\mathcal{C}=\langle g(x)\rangle$ be a $\lambda$-constacyclic code in $\mathbb{F}_{q}[x] /\left\langle x^{n}-\lambda\right\rangle$ generated by a monic factor $g(x)$ of $x^{n}-\lambda$. Then the dual code $C^{\perp}$ is a $\lambda^{-1}$-constacyclic code in $\mathbb{F}_{q}[x] /\left\langle x^{n}-\lambda\right\rangle$ generated by the polynomial $h^{*}(x):=h(0)^{-1} x^{\operatorname{deg} h} h(1 / x)$, where $h(x)=\frac{x^{n}-\lambda}{g(x)}$.

We are now going to characterize all self-orthogonal, dual-containing, and self-dual codes among the class of repeated-root $\lambda$-constacyclic codes of length $7 p^{s}$ over $\mathbb{F}_{q}$.
Theorem 13. Let $p \neq 7$ be a prime number. Then all self-orthogonal/dual-containing/self-dual repeatedroot $\lambda$-constacyclic codes of length $7 p^{s}$ over $\mathbb{F}_{q}$ are either negacyclic or cyclic codes and are listed in Table 4.

Proof. The set of all repeated-root $\lambda$-constacyclic codes of length $7 p^{s}$ over $\mathbb{F}_{q}$ are classified in Theorem 9 and they are listed in Table 3. We determine self-orthogonal/dual-containing/self-dual constacyclic codes from this table case by case.

- Case 1a: $7 \mid p^{m}-1$ and $\lambda \notin\left\langle\beta^{7}\right\rangle$. Then there is $\gamma \in \mathbb{F}_{q}^{*}$ such that $\lambda=\gamma^{p^{s}}, x^{7}-\gamma$ is irreducible over $\mathbb{F}_{q}$ and $\mathcal{C}=\left\langle\left(x^{7}-\gamma\right)^{e_{0}}\right\rangle$. In this case, the generator polynomial of $\mathcal{C}^{\perp}$ is

$$
h^{*}(x):=h(0)^{-1} x^{\operatorname{deg} h} h(1 / x)
$$

where $h(x)=\frac{x^{7 p^{s}}-\lambda}{\left(x^{7}-\gamma\right)^{e_{0}}}=\left(x^{7}-\gamma\right)^{p^{s}-e_{0}}$. Hence,

$$
h^{*}(x)=(-\gamma)^{e_{0}-p^{s}} x^{7 p^{s}-7 e_{0}}\left(\frac{1}{x^{7}}-\gamma\right)^{p^{s}-e_{0}}=\left(x^{7}-\gamma^{-1}\right)^{p^{s}-e_{0}}
$$

Therefore, $\mathcal{C}$ is self-orthogonal if and only if $\left(x^{7}-\gamma^{-1}\right)^{p^{s}-e_{0}}$ is a divisor of $\left(x^{7}-\gamma\right)^{e_{0}}$. Equivalently, $\gamma^{2}=1$ and $p^{s}-e_{0} \leq e_{0}$. Since $x^{7}-\gamma$ is irreducible, $\gamma=-1$. Hence, $\mathcal{C}$ is self-orthogonal if and only if $\lambda=-1$ and $e_{0} \geq p^{s} / 2$. Similarly, $\mathcal{C}$ is dual-containing if and only if $\lambda=-1$ and $e_{0} \leq p^{s} / 2$. Besides, if $p=2$ and $\lambda=-1$ then $x^{7}-\gamma=x^{7}-1$ is not irreducible. Therefore, there is no self-dual code in this case.

- Case 1b: $7 \mid p^{m}-1$ and $\lambda \in\left\langle\beta^{7}\right\rangle$. Then there is $\zeta \in \mathbb{F}_{q}: \lambda=\zeta^{7 p^{s}}$ and $\mathcal{C}=\left\langle\prod_{i=0}^{6}\left(x-\zeta \alpha^{i}\right)^{e_{i}}\right\rangle$. In this case, the generator polynomial of $\mathcal{C}^{\perp}$ is

$$
h^{*}(x)=\prod_{i=0}^{6}\left(-\zeta^{-1} \alpha^{-i}\right)^{p^{s}-e_{i}}\left(1-\zeta \alpha^{i} x\right)^{p^{s}-e_{i}}=\prod_{i=0}^{6}\left(x-\zeta^{-1} \alpha^{7-i}\right)^{p^{s}-e_{i}}
$$

By the same argument as in Case 1a, $\mathcal{C}$ is self-orthogonal if and only if $\lambda^{2}=1, e_{0} \geq p^{s} / 2$, and $e_{1}+e_{7-i} \geq p^{s}$ for $1 \leq i \leq 3$. Similarly, $\mathcal{C}$ is dual-containing if and only if $e_{0} \leq p^{s} / 2$, and $e_{i}+e_{7-i} \leq p^{s}$ for $1 \leq i \leq 3$. Finally, $\mathcal{C}$ is self-dual if and only if $p=2$ and $e_{0}=e_{1}+e_{6}=$ $e_{2}+e_{5}=e_{3}+e_{4}=p^{s} / 2=2^{s-1}$.

- Case 2, Case 3, and Case 4 are similar. So we omit them.

TABLE 4. Self-orthogonal/dual-containing/self-dual $\lambda$-constacyclic codes of length $7 p^{s}$ over $\mathbb{F}_{q}$. Here, $\zeta= \pm 1$.

|  | The $\lambda$-constacyclic code $\mathcal{C}$ | Self-orthogonal | Dual-containing | Self-dual |
| :--- | :--- | :--- | :--- | :--- |
| Case 1a | $\left\langle\left(x^{7}+\gamma\right)^{e_{0}}\right\rangle$ | $e_{0} \geq p^{s} / 2$ | $e_{0} \leq p^{s} / 2$ | - |
| Case 1b | $\left\langle\prod_{i=0}^{6}\left(x-\alpha^{i}\right)^{e_{i}}\right\rangle$ | $e_{0} \geq p^{s} / 2$, | $e_{0} \leq p^{s} / 2$, | $p=2, e_{0}=2^{s-1}$, |
|  |  | $e_{i}+e_{7-i} \geq p^{s}$ | $e_{i}+e_{7-i} \leq p^{s}$ | $e_{i}+e_{7-i}=2^{s-1}$ |
| Case 2 | $\left\langle(x-\zeta)^{e_{0}} f_{1}\left(\zeta^{-1} x\right)^{e_{1}} f_{2}\left(\zeta^{-1} x\right)^{e_{2}} f_{3}\left(\zeta^{-1} x\right)^{e_{3}}\right\rangle$ | $e_{i} \geq p^{s} / 2$ | $e_{i} \leq p^{s} / 2$ | - |
| Case 3 | $\left\langle(x-\zeta)^{e_{0}} f_{4}\left(\zeta^{-1} x\right)^{e_{1}} f_{5}\left(\zeta^{-1} x\right)^{e_{2}}\right\rangle$ | $e_{0} \geq p^{s} / 2$, | $e_{0} \leq p^{s} / 2$, | $p=2, e_{0}=2^{s-1}$, |
|  |  | $e_{1}+e_{2} \geq p^{s}$ | $e_{1}+e_{2} \leq p^{s}$ | $e_{1}+e_{2}=2^{s-1}$ |
| Case 4 | $\left\langle(x-\zeta)^{e_{0}} f_{6}\left(\zeta^{-1} x\right)^{e_{1}}\right\rangle$ | $e_{0}, e_{1} \geq p^{s} / 2$ | $e_{0}, e_{1} \leq p^{s} / 2$ | - |
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## Appendix A. Maple code for the proof of Theorem 3

In this section, we provide the Maple code for the completeness of the proof of Theorem 3. The code and the results are given below case by case.

## A.1. Case 3: when $\operatorname{deg} g=2$ and $g(x)=\left(x-\alpha^{i_{1}}\right)\left(x-\alpha^{i_{2}}\right)$

In this case, we need to show that for all integers $i_{1}, i_{2}, r_{1}, r_{2}$ such that $0 \leq i_{1}<i_{2} \leq 6$ and $0 \leq r_{1}<r_{2} \leq 7$, the resultant $R_{i_{1}, i_{2}, r_{1}, r_{2}}:=\operatorname{res}_{x}\left(D_{i_{1}, i_{2}, r_{1}, r_{2}}(x), x^{7}-1\right)$ is always an integer of the form $\pm 2^{u} 3^{v} 5^{w}$ for some nonnegative integers $u, v$ and $w$, or equivalently, their prime factors are just 2,3 or 5. The following codes are to determine the set of prime factors for the resultants $R_{i_{1}, i_{2}, r_{1}, r_{2}}$ (which is "Rir" in the codes). The results are indeed $\{2,3,5\}$.

```
> restart;
> with(LinearAlgebra): with(NumberTheory):
> S1:= x i1 + x i2:
```



```
> seq(v[i], i = 1 .. 7):
> v[1]:= Vector([S2, 0, 0, 0, 0]):
    v[2]:= Vector([-S1, S2, 0, 0, 0]):
    v[3]:= Vector([1, -S1, S2, 0, 0]):
    v[4]:= Vector([0, 1, -S1, S2, 0]):
    v[5]:= Vector([0, 0, 1, -S1, S2]):
    v[6]:= Vector([0, 0, 0, 1, -S1]):
    v[7] := Vector([0, 0, 0, 0, 1]):
    G:=<<v[1]> | <v[2]> | <v[3]> | <v[4]> | <v[5]> |<v[6]> | <v[7]>>>;
```

$$
\begin{align*}
& \quad G:=\left[\begin{array}{cccccc}
x^{i 1+i 2} & -x^{i 1}-x^{i 2} & 1 & 0 & 0 & 0 \\
0 & x^{i 1+i 2} & -x^{i 1}-x^{i 2} & 1 & 0 & 0 \\
0 \\
0 & 0 & x^{i 1+i 2} & -x^{i 1}-x^{i 2} & 1 & 0 \\
0 & 0 & 0 & x^{i 1+i 2} & -x^{i 1}-x^{i 2} & 1 \\
0 & 0 & 0 & 0 & x^{i 1+i 2} & -x^{i 1}-x^{i 2} \\
0 & 1
\end{array}\right] \\
& >\text { ListPrimeFactors }:=\{ \}: \\
& \text { for } i 1 \text { from } 0 \text { to } 5 \text { do } \\
& \text { for } i 2 \text { from } i 1+1 \text { to } 6 \text { do } \\
& \text { for } r 1 \text { from } 1 \text { to } 6 \text { do } \\
& \text { for } r 2 \text { from } r 1+1 \text { to } 7 \text { do } \\
& \text { Gir }:=\text { DeleteColumn }(G,[r 1, r 2]) ; \\
& \text { Dir }:=\text { Determinant }(\text { Gir }) ; \\
& \text { Rir }:=\text { resultant }\left(\text { Dir, } x^{7}-1, x\right) ; \\
& \text { Rir }:=\text { PrimeFactors }(\text { Rir }) ; \\
& \text { ListPrimeFactors }:=\{o p(\text { ListPrimeFactors }), \text { Rir }\} \\
& \text { end do }
\end{align*}
$$

A.2. Case 4: when $\operatorname{deg} g=3$ and $g(x)=\left(x-\alpha^{i_{1}}\right)\left(x-\alpha^{i_{2}}\right)\left(x-\alpha^{i_{3}}\right)$

In this case, we need to show that for all integers $i_{1}, i_{2}, i_{3}, r_{1}, r_{2}, r_{3}$ such that $0 \leq i_{1}<i_{2}<i_{3} \leq 6$ and $0 \leq r_{1}<r_{2}<r_{3} \leq 7$, the resultant $R_{i_{1}, i_{2}, i_{3}, r_{1}, r_{2}, r_{3}}:=\operatorname{res}_{x}\left(D_{i_{1}, i_{2}, i_{3}, r_{1}, r_{2}, r_{3}}(x), x^{7}-1\right)$ has only prime factors 2,3 or 5 . The following codes are to determine the set of prime factors for the resultants $R_{i_{1}, i_{2}, i_{3}, r_{1}, r_{2}, r_{3}}$ (which is "Rir" in the codes). The results are indeed $\{2,3,5\}$.
> restart;
> with(LinearAlgebra): with(NumberTheory):
> $\mathrm{S} 1:=x^{i 1+i 2+i 3}$ :
$\mathrm{S} 2:=x^{i 2+i 3}+x^{i 3+i 1}+x^{i 1+i 2}:$ $\mathrm{S} 3:=x^{i 1+i 2+i 3}:$
$>\operatorname{seq}(\mathrm{v}[\mathrm{i}], \mathrm{i}=1 . .7)$ :
$>\mathrm{v}[1]:=\operatorname{Vector}([-\mathrm{S} 3,0,0,0])$ :
$\mathrm{v}[2]:=\operatorname{Vector}([\mathrm{S} 2,-\mathrm{S} 3,0,0]):$
$\mathrm{v}[3]:=\operatorname{Vector}([-S 1, S 2,-S 3,0]):$
$\mathrm{v}[4]:=\operatorname{Vector}([1,-\mathrm{S} 1, \mathrm{~S} 2,-\mathrm{S} 3])$ :
$\mathrm{v}[5]:=\operatorname{Vector}([0,1,-\mathrm{S} 1, \mathrm{~S} 2]):$
$\mathrm{v}[6]:=\operatorname{Vector}([0,0,1,-\mathrm{S} 1])$ :
$\mathrm{v}[7]:=\operatorname{Vector}([0,0,0,1]):$
$\mathrm{G}:=\ll \mathrm{v}[1]>|<\mathrm{v}[2]>|<\mathrm{v}[3]>|<\mathrm{v}[4]>|<\mathrm{v}[5]>|<\mathrm{v}[6]>|<\mathrm{v}[7] \gg ;$
$G:=\left[\left[-x^{i 1+i 2+i 3}, x^{i 1+i 2}+x^{i 1+i 3}+x^{i 2+i 3},-x^{i 1}-x^{i 2}-x^{i 3}, 1,0,0,0\right]\right.$,
$\left[0,-x^{i 1+i 2+i 3}, x^{i 1+i 2}+x^{i 1+i 3}+x^{i 2+i 3},-x^{i 1}-x^{i 2}-x^{i 3}, 1,0,0\right]$,
$\left[0,0,-x^{i 1+i 2+i 3}, x^{i 1+i 2}+x^{i 1+i 3}+x^{i 2+i 3},-x^{i 1}-x^{i 2}-x^{i 3}, 1,0\right]$, $\left.\left[0,0,0,-x^{i 1+i 2+i 3}, x^{i 1+i 2}+x^{i 1+i 3}+x^{i 2+i 3},-x^{i 1}-x^{i 2}-x^{i 3}, 1\right]\right]$
> ListPrimeFactors $:=\{ \}:$
for $i 1$ from 0 to 5 do
for $i 2$ from $i 1+1$ to 6 do
for $i 3$ from $i 2+1$ to 7 do
for $r 1$ from 1 to 5 do
for $r 2$ from $r 1+1$ to 6 do
for $r 3$ from $r 2+1$ to 7 do
Gir $:=\operatorname{DeleteColumn}(G,[r 1, r 2, r 3]) ;$

Dir $:=$ Determinant(Gir);
Rir $:=\operatorname{resultant}\left(\operatorname{Dir}, x^{7}-1, x\right)$;
Rir $:=$ PrimeFactors(Rir);
ListPrimeFactors $:=\{o p($ ListPrimeFactors $), o p($ Rir $)\}$
end do
end do end do end do
end do
end do:
ListPrimeFactors;
A.3. Case 5: when $\operatorname{deg} g=4$ and $g(x)=\left(x-\alpha^{i_{1}}\right)\left(x-\alpha^{i_{2}}\right)\left(x-\alpha^{i_{3}}\right)\left(x-\alpha^{i_{4}}\right)$

In this case, we need to show that for all integers $i_{1}, i_{2}, i_{3}, i_{4}, r_{1}, r_{2}, r_{3}, r_{4}$ such that $0 \leq i_{1}<i_{2}<i_{3}<$ $i_{4} \leq 6$ and $0 \leq r_{1}<r_{2}<r_{3}<r_{4} \leq 7$, the resultant $R_{i_{1}, i_{2}, i_{3}, i_{4}, r_{1}, r_{2}, r_{3}, r_{4}}:=\operatorname{res}_{x}\left(D_{i_{1}, i_{2}, i_{3}, i_{4}, r_{1}, r_{2}, r_{3}, r_{4}}(x), x^{7}-\right.$ 1) has only prime factors 2,3 or 5 . The following codes are to determine the set of prime factors for the resultants $R_{i_{1}, i_{2}, i_{3}, i_{4}, r_{1}, r_{2}, r_{3}, r_{4}}$ (which is "Rir" in the codes). The results are again $\{2,3,5\}$.

```
> restart;
> with(LinearAlgebra): with(NumberTheory):
> S1:= x }\mp@subsup{x}{}{i1}+\mp@subsup{x}{}{i2}+\mp@subsup{x}{}{i3}+\mp@subsup{x}{}{i4}\mathrm{ :
    S2}:=\mp@subsup{x}{}{i1+i2}+\mp@subsup{x}{}{i1+i3}+\mp@subsup{x}{}{i1+i4}+\mp@subsup{x}{}{i2+i3}+\mp@subsup{x}{}{i2+i4}+\mp@subsup{x}{}{i3+i4}
    S3:= x 
```



```
> seq(v[i], i = 1 .. 7):
> v[1]:=Vector([S4, 0, 0]):
    v[2]:= Vector([-S3, S4, 0]):
    v[3] := Vector([S2, -S3, S4]):
    v[4]:= Vector([-S1, S2, -S3]):
    v[5] := Vector([1, -S1, S2]):
    v[6]:= Vector([0, 1, -S1]):
    v[7]:= Vector([0,0,1]):
    G:=<<v[1]> | <v[2]> | <v[3]> | <v[4]> | <v[5]> | <v[6]> | <v[7]>>>;
```



```
        x}\mp@subsup{}{}{i1+i2}+\mp@subsup{x}{}{i1+i3}+\mp@subsup{x}{}{i1+i4}+\mp@subsup{x}{}{i2+i3}+\mp@subsup{x}{}{i2+i4}+\mp@subsup{x}{}{i3+i4},-\mp@subsup{x}{}{i1}-\mp@subsup{x}{}{i2}-\mp@subsup{x}{}{i3}-\mp@subsup{x}{}{i4},1,0,0]
```



```
        x }\mp@subsup{x}{}{i1+i2}+\mp@subsup{x}{}{i1+i3}+\mp@subsup{x}{}{i1+i4}+\mp@subsup{x}{}{i2+i3}+\mp@subsup{x}{}{i2+i4}+\mp@subsup{x}{}{i3+i4},-\mp@subsup{x}{}{i1}-\mp@subsup{x}{}{i2}-\mp@subsup{x}{}{i3}-\mp@subsup{x}{}{i4},1,0]
        [0, 0, x i1+i2+i3+i4},-\mp@subsup{x}{}{i1+i2+i3}-\mp@subsup{x}{}{i1+i2+i4}-\mp@subsup{x}{}{i1+i3+i4}-\mp@subsup{x}{}{i2+i3+i4}\mathrm{ ,
        x i1+i2 + x }\mp@subsup{x}{}{i1+i3}+\mp@subsup{x}{}{i1+i4}+\mp@subsup{x}{}{i2+i3}+\mp@subsup{x}{}{i2+i4}+\mp@subsup{x}{}{i3+i4},-\mp@subsup{x}{}{i1}-\mp@subsup{x}{}{i2}-\mp@subsup{x}{}{i3}-\mp@subsup{x}{}{i4},1]
```

> ListPrimeFactors $:=\{ \}:$
for $i 1$ from 1 to 4 do
for $i 2$ from $i 1+1$ to 5 do
for $i 3$ from $i 2+1$ to 6 do
for $i 4$ from $i 3+1$ to 7 do
for $r 1$ from 1 to 4 do
for $r 2$ from $r 1+1$ to 5 do
for $r 3$ from $r 2+1$ to 6 do
for $r 4$ from $r 3+1$ to 7 do
Gir :=DeleteColumn $(G,[r 1, r 2, r 3, r 4])$;
Dir $:=$ Determinant(Gir);
Rir $\left.:=\operatorname{resultant(Dir,~} x^{7}-1, x\right)$;
Rir $:=$ PrimeFactors(Rir);
ListPrimeFactors $:=\{o p($ ListPrimeFactors $), o p($ Rir $)\}$
end do
end do
end do
end do
end do
end do
end do
end do:
ListPrimeFactors;
A.4. Case 6: when $\operatorname{deg} g=5$ and $g(x)=\left(x-\alpha^{i_{1}}\right)\left(x-\alpha^{i_{2}}\right)\left(x-\alpha^{i_{3}}\right)\left(x-\alpha^{i_{4}}\right)\left(x-\alpha^{i_{5}}\right)$

In this case, we need to show that for all integers $i_{1}, i_{2}, i_{3}, i_{4}, i_{5}, r_{1}, r_{2}, r_{3}, r_{4}, r_{5}$ such that $0 \leq i_{1}<$ $i_{2}<i_{3}<i_{4}<i_{5} \leq 6$ and $0 \leq r_{1}<r_{2}<r_{3}<r_{4}<r_{5} \leq 7$, the resultant $R_{i_{1}, i_{2}, i_{3}, i_{4}, i_{5}, r_{1}, r_{2}, r_{3}, r_{4}, r_{5}}:=$ $\operatorname{res}_{x}\left(D_{i_{1}, i_{2}, i_{3}, i_{4}, i_{5}, r_{1}, r_{2}, r_{3}, r_{4}, r_{5}}(x), x^{7}-1\right)$ has only prime factors 2,3 or 5 . The following codes are to determine the set of prime factors for the resultants $R_{i_{1}, i_{2}, i_{3}, i_{4}, i_{5}, r_{1}, r_{2}, r_{3}, r_{4}, r_{5}}$ (which is "Rir" in the codes). The results are still $\{2,3,5\}$.

$$
\begin{aligned}
&> \text { restart; } \\
&>\text { with }(\text { LinearAlgebra }): \text { with(NumberTheory }): \\
&> \mathrm{S} 1:=x^{i 1}+x^{i 2}+x^{i 3}+x^{i 4}+x^{i 5}: \\
& \mathrm{S} 2:=x^{i 1+i 2}+x^{i 1+i 3}+x^{i 1+i 4}+x^{i 1+i 5}+x^{i 2+i 3}+x^{i 2+i 4}+x^{i 2+i 5}+x^{i 3+i 4}+x^{i 3+i 5}+x^{i 4+i 5}: \\
& \mathrm{S} 3:=x^{i 1+i 2+i 3}+x^{i 1+i 2+i 4}+x^{i 1+i 2+i 5}+x^{i 1+i 3+i 4}+x^{i 1+i 3+i 5}+x^{i 1+i 4+i 5}+x^{i 2+i 3+i 4}+x^{i 2+i 3+i 5}+ \\
& x^{i 2+i 4+i 5}+x^{i 3+i 4+i 5}: \\
& \mathrm{S} 4:=x^{i 1++i 2+i 3+i 4}+x^{i 1+i 2+i 3+i 5}+x^{i 1+i 2+i 4+i 5}+x^{i 1+i 3+i 4+i 5}+x^{i 2+i 3+i 4+i 5}: \\
& \mathrm{S} 5:=x^{i 1+i 2+i 3+i 4+i 5}: \\
&> \mathrm{seq}(\mathrm{v}[\mathrm{i}], \mathrm{i}=1 . .7): \\
&>\mathrm{v}[1]:=\operatorname{Vector}([-\mathrm{S} 5,0]): \\
& \mathrm{v}[2]:=\operatorname{Vector}([\mathrm{S} 4,-\mathrm{S} 5]): \\
& \mathrm{v}[3]:=\operatorname{Vector}([-\mathrm{S} 3, \mathrm{~S} 4]): \\
& \mathrm{v}[4]:=\operatorname{Vector}([\mathrm{S} 2,-\mathrm{S} 3]): \\
& \mathrm{v}[5]:=\operatorname{Vector}([-\mathrm{S} 1, \mathrm{~S} 2]): \\
& \mathrm{v}[6]:=\operatorname{Vector}([1,-\mathrm{S} 1]): \\
& \mathrm{v}[7]:=\operatorname{Vector}([0,1]): \\
& \mathrm{G}:=\ll \mathrm{v}[1]>|<\mathrm{v}[2]>|<\mathrm{v}[3]>|<\mathrm{v}[4]>|<\mathrm{v}[5]>|<\mathrm{v}[6]>|<\mathrm{v}[7] \gg ; \\
& G:= {\left[\left[-x^{i 1+i 2+i 3+i 4+i 5}, x^{i 1+i 2+i 3+i 4}+x^{i 1+i 2+i 3+i 5}+x^{i 1+i 2+i 4+i 5}+x^{i 1+i 3+i 4+i 5}+\right.\right.} \\
& x^{i 2+i 3+i 4+i 5},-x^{i 1+i 2+i 3}-x^{i 1+i 2+i 4}-x^{i 1+i 2+i 5}-x^{i 1+i 3+i 4}+x^{i 2+i 3+i 5}-x^{i 1+i 4+i 5} \\
&-x^{i 2+i 3+i 4}-x^{i 2+i 3+i 5}-x^{i 2+i 4+i 5}-x^{i 3+i 4+i 5}, x^{i 1+i 2}+x^{i 1+i 3}+x^{i 1+i 4}+x^{i 1+i 5} \\
&\left.+x^{i 2+i 3}+x^{i 2+i 4}+x^{i 2+i 5}+x^{i 3+i 4}+x^{i 3+i 5}+x^{i 4+i 5},-x^{i 1}-x^{i 2}-x^{i 3}-x^{i 4}-x^{i 5}, 1,0\right], \\
& {\left[0,-x^{i 1+i 2+i 3+i 4+i 5}, x^{i 1+i 2+i 3+i 4}+x^{i 1+i 2+i 3+i 5}+x^{i 1+i 2+i 4+i 5}+x^{i 1+i 3+i 4+i 5}+\right.} \\
& x^{i 2+i 3+i 4+i 5},-x^{i 1+i 2+i 3}-x^{i 1+i 2+i 4}-x^{i 1+i 2+i 5}-x^{i 1+i 3+i 4}-x^{i 1+i 3+i 5}-x^{i 1+i 4+i 5} \\
&-x^{i 2+i 3+i 4}-x^{i 2+i 3+i 5}-x^{i 2+i 4+i 5}-x^{i 3+i 4+i 5}, x^{i 1+i 2}+x^{i 1+i 3}+x^{i 1+i 4}+x^{i 1+i 5}+ \\
&\left.\left.x^{i 2+i 3}+x^{i 2+i 4}+x^{i 2+i 5}+x^{i 3+i 4}+x^{i 3+i 5}+x^{i 4+i 5},-x^{i 1}-x^{i 2}-x^{i 3}-x^{i 4}-x^{i 5}, 1\right]\right]
\end{aligned}
$$

> ListPrimeFactors $:=\{ \}:$
for $i 1$ from 0 to 3 do
for $i 2$ from $i 1+1$ to 4 do
for $i 3$ from $i 2+1$ to 5 do
for $i 4$ from $i 3+1$ to 6 do
for $i 5$ from $i 4+1$ to 7 do
for $r 1$ from 1 to 3 do
for $r 2$ from $r 1+1$ to 4 do
for $r 3$ from $r 2+1$ to 5 do
for $r 4$ from $r 3+1$ to 6 do
for $r 5$ from $r 4+1$ to 7 do
Gir $:=\operatorname{DeleteColumn(G,~}[r 1, r 2, r 3, r 4, r 5])$;
Dir $:=$ Determinant(G1);
Rir $\left.:=\operatorname{resultant(Dir,~} x^{7}-1, x\right)$;
Rir $:=$ PrimeFactors(Rir);
ListPrimeFactors $:=\{o p($ Rir $), o p($ ListPrimeFactors $)\}$
end do
end do
end do
end do
end do
end do
end do
end do
end do
end do:
ListPrimeFactors;
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