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Abstract. The presence of second-order smoothness for objective functions of optimization problems
can provide valuable information about their stability properties and help us design efficient numerical
algorithms for solving these problems. Such second-order information, however, cannot be expected in
various constrained and composite optimization problems since we often have to express their objective
functions in terms of extended-real-valued functions for which the classical second derivative may not
exist. One powerful geometrical tool to use for dealing with such functions is the concept of twice epi-
differentiability. In this paper, we are going to study a stronger version of this concept, called strict twice
epi-differentiability. We characterize this concept for certain composite functions and use it to establish
the equivalence of metric regularity and strong metric regularity for a class of generalized equations at
their nondegenerate solutions. Finally, we present a characterization of continuous differentiability of the
proximal mapping of our composite functions.
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1 Introduction

Twice epi-differentiability of extended-real-valued functions, introduced by Rockafellar in [29],
is a geometric concept that provides approximation of epigraphs and so differs from the classical
quadratic approximation, obtained from the classical second derivative of functions. Such a
geometrical approximation opens the door to deal with important classes of extended-real-valued
functions, appearing in optimization problems. Despite the fact this concept was introduced in
the late 1980s, major progress has been achieved recently in [13,15] in understanding its various
properties. It has also been shown recently that it can be an important tool for conducting
convergence analysis of important numerical algorithms including the Newton method [19] and
the augmented Lagrangian method [7, 31]. This paper aims to study a stronger version of this
concept, called strict twice epi-differentiability, for an extended-real-valued function ϕ : IRn →
IR, finite at x̄ ∈ IRn, that enjoys the composite representation

ϕ(x) = (g ◦ Φ)(x) for all x ∈ O (1.1)

around x̄, where O is a neighborhood of x̄ and where Φ : IRn → IRm is twice continuously
differentiable around x̄ and g : IRm → IR := [−∞,∞] is a polyhedral function. Recall that a
proper function g : IRm → IR is called polyhedral if its epigraph, namely the set epi g = {(z, α) ∈
IRm × IR| g(z) ≤ α}, is a polyhedral convex set. Traditionally, when a function, satisfying
the composite representation (1.1), enjoys a certain constraint qualification, it belongs to an
important class of functions, called fully amenable (cf. [26, Definition 10.23(a)]). We, however,
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do not use this terminology since most of the results in this paper require a different constraint
qualification than the one in [26, Definition 10.23(a)]. Note also that the objective functions of
a number of important classes of constrained and composite optimization problems, including
classical nonlinear programming problems, constrained and unconstrained minimax problems,
can be expressed in the composite form (1.1); see Example 2.1 for more details. This can pave
the way to study various stability properties of these optimization problems and their KKT
systems by exploring various variational properties of the composite form in (1.1).

Strict twice epi-differentiability was first introduced in [21] and was only studied in [24] for
nonlinear programming and minimax problems. Our primary goal is to present a systematic ap-
proach for understanding this concept and its consequences in stability properties of generalized
equations. One may wonder whether strict twice epi-differentiability leads us to stronger proper-
ties in comparison to those stemming from its weaker version, namely twice epi-differentiability.
In Section 3, we reveal that this stronger version of twice epi-differentiability render the graph
of the subgradient mapping of ϕ in (1.1) to satisfy an interesting regularity property, called
strict proto-differentiability. Such a property, as demonstrated in Section 4, has a number of
important implications. First, it allows us to characterize the regularity of the graph of the
subgradient mapping of ϕ in (1.1), which is a highly nonconvex set. Second, we are able to
achieve the equivalence of metric regularity and strong metric regularity for an important class
of generalized equations at their nondegenerate solutions, which leads us to an extension of a
similar result by Dontchev and Rockafellar in [5]. Using the latter equivalence, we obtain a
simple but useful characterization of continuous differentiability of the proximal mapping of the
composite function ϕ in (1.1). Note that while ϕ may not be a convex function, it is well-known
that its proximal mapping is locally single-valued (cf. [26, Proposition 13.37]) and directionally
differentiable. Using the concept of strict proto-differentiability, we are going to show that one
should expect a stronger differentiability property of the proximal mapping, namely continuous
differentiability, when certain subgradients of ϕ are chosen.

In Section 2, first we recall important concepts, used in this paper, and then establish some
elementary properties related to a constraint qualification that is going to be assumed in most of
the results of this paper. Among these properties are certain metric estimates that allow us to
achieve a chain rule for strict twice epi-differentiability. Section 3 begins with the concept of the
strict second subderivative for which we will establish a chain rule. Using this result together
with a chain rule for epi-convergence of functions, we achieve a characterization of strict twice
epi-differentiability of ϕ in (1.1) when an appropriate constraint qualification is assumed. In
Section 4, we show that metric regularity and strong metric regualrity are equivalent for a class
of generalized equations at their nondegenerate solutions. This equivalence is utilized next to
obtain a characterization of continuous differentiability of the proximal mapping of the composite
function in (1.1) as well as twice continuous differentiability of its Moreau envelope.

2 Notation and Preliminary Results

In this paper, we denote by B the closed unit ball in the space in question and by Br(x) := x+rB
the closed ball centered at x with radius r > 0. Given a nonempty set C ⊂ IRn, the symbols
riC and spanC signify its relative interior and the linear space generated by C, respectively.
For any set C in IRn, its indicator function δC is defined by δC(x) = 0 for x ∈ C and δC(x) =∞
otherwise. We denote by PC the projection mapping onto C and by dist(x,C) the distance
between x ∈ IRn and a set C. For a vector w ∈ IRn, the subspace {tw| t ∈ IR} is denoted by
[w]. The domain and range of a set-valued mapping F : IRn ⇒ IRm are defined, respectively, by
domF := {x ∈ IRn

∣∣ F (x) 6= ∅} and rgeF = {u ∈ IRm| ∃w ∈ IRn with u ∈ F (x)}.
In what follows, the convergence of a family of sets is always understood in the sense of
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Painlevé-Kuratowski (cf. [26, Definition 4.1]). This means that the inner limit set of a parame-
terized family of sets {Ct}t>0 in IRd, denoted lim inft↘0C

t, is the set of points x such that for
every sequence tk ↘ 0, x is the limit of a sequence of points xtk ∈ Ctk . The outer limit set of
this family of sets, denoted lim supt↘0C

t, is the set of points x such that there exist sequences
tk ↘ 0 and xtk ∈ Ctk such that xtk → x as k → ∞. And, the limit set of {Ct}t>0 exists if
the inner and outer limit sets coincide, namely lim inft↘0C

t = lim supt↘0C
t =: C, written as

Ct → C when t↘ 0. A sequence {fk}k∈IN of functions fk : IRn → IR is said to epi-converge to
a function f : IRn → IR if we have epi fk → epi f as k → ∞; see [26, Definition 7.1] for more
details on the epi-convergence of a sequence of extended-real-valued functions. We denote by
fk

e−→ f the epi-convergence of {fk}k∈IN to f .
Given a nonempty set Ω ⊂ IRn with x̄ ∈ Ω, the tangent cone to Ω at x̄, denoted TΩ(x̄), is

defined by

TΩ(x̄) = lim sup
t↘0

Ω− x̄
t

.

The regular/Fréchet normal cone N̂Ω(x̄) to Ω at x̄ is defined by N̂Ω(z̄) = TΩ(z̄)∗. The (limit-
ing/Mordukhovich) normal cone NΩ(x̄) to Ω at x̄ is the set of all vectors v̄ ∈ IRn for which there
exist sequences {xk}k∈IN and {vk}k∈IN with vk ∈ N̂Ω(xk) such that (xk, vk)→ (x̄, v̄). When Ω is
convex, both normal cones boil down to that of convex analysis. Given a function f : IRn → IR
and a point x̄ ∈ IRn with f(x̄) finite, the subderivative function df(x̄) : IRn → IR is defined by

df(x̄)(w) = lim inf
t↘0
w′→w

f(x̄+ tw′)− f(x̄)

t
.

A vector v ∈ IRn is called a subgradient of f at x̄ if (v,−1) ∈ Nepi f (x̄, f(x̄)). The set of all sub-

gradients of f at x̄ is denoted by ∂f(x̄). Replacing the limiting normal cone with N̂epi f (x̄, f(x̄))

in the definition of ∂f(x̄) gives us ∂̂f(x̄), which is called the regular subdifferential of f at x̄.
The critical cone of f at x̄ for v̄ with v̄ ∈ ∂f(x̄) is defined by

Kf (x̄, v̄) =
{
w ∈ IRn

∣∣ 〈v̄, w〉 = df(x̄)(w)
}
.

When f = δΩ, where Ω is a nonempty subset of IRn, the critical cone of δΩ at x̄ for v̄ is denoted
by KΩ(x̄, v̄). In this case, the above definition of the critical cone of a function boils down to the
well known concept of the critical cone of a set (see [4, page 109]), namely KΩ(x̄, v̄) = TΩ(x̄)∩[v̄]⊥

because of dδΩ(x̄) = δTΩ(x̄). If the function f is convex and ∂f(x̄) 6= ∅, then df(x̄) is the support
function of ∂f(x̄) (cf. [26, Theorem 8.30]) and the critical cone Kf (x̄, v̄) can be equivalently
described by

Kf (x̄, v̄) = N∂f(x̄)(v̄). (2.1)

According to [26, Theorem 2.49], a polyhedral function g : IRm → IR enjoys the representa-
tion

g(z) = max
j∈J

{
〈aj , z〉 − αj

}
+ δdom g(z), z ∈ IRm, (2.2)

where J := {1, . . . , l} for some l ∈ IN, aj ∈ IRm and αj ∈ IR for all j ∈ J , and where dom g =
{z ∈ IRm| g(z) <∞} is a polyhedral convex set with the representation

dom g =
{
z ∈ IRm

∣∣ 〈bi, z〉 ≤ βi, i ∈ I := {1, . . . , s}
}

(2.3)

for some s ∈ IN, bi ∈ IRm and βi ∈ IR for all i ∈ I. It is not hard to see that dom g can be
expressed as the finite union of the polyhedral convex sets Cj , j ∈ J , defined by

Cj =
{
z ∈ dom g

∣∣ g(z) = 〈aj , z〉 − αj
}

=
{
z ∈ dom g

∣∣ 〈ai − aj , z〉 ≤ αi − αj , i ∈ J}.
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Pick z̄ ∈ dom g and define the sets of active indices at z̄ corresponding to the representation
(2.3) and to the partition of dom g via the sets Cj by

I(z̄) =
{
i ∈ I

∣∣ 〈bi, z̄〉 = βi
}

and J(z̄) =
{
j ∈ J

∣∣ z̄ ∈ Cj}. (2.4)

Given a set-valued mapping F : IRn ⇒ IRm and (x̄, ȳ) ∈ gphF , the graphical derivative of
F at x̄ for ȳ, denoted by DF (x̄, ȳ), is a set-valued mapping, defined by

gphDF (x̄, ȳ) = TgphF (x̄, ȳ) = lim sup
t↘0

gphF − (x̄, ȳ)

t
. (2.5)

The coderivative of F at x̄ for ȳ, denoted by D∗F (x̄, ȳ), is defined via the relationship

w ∈ D∗F (x̄, ȳ)(u) ⇐⇒ (w,−u) ∈ NgphF (x̄, ȳ).

It is known (cf. [6, Theorem 3.6(a)] and [6, equation (3.25)], respectively) that for a polyhedral
function g and (z̄, λ̄) ∈ gph ∂g, we always have

D(∂g)(z̄, λ̄) = NKg(z̄,λ̄) and D∗(∂g)(z̄, λ̄)(0) = Kg(z̄, λ̄)
∗ −Kg(z̄, λ̄)

∗
. (2.6)

Also, it follows from [6, Theorem 3.6(a)] and [6, Theorem 3.7(b)], respectively, that

domD(∂g)(z̄, λ̄) = Kg(z̄, λ̄) and domD∗(∂g)(z̄, λ̄) = Kg(z̄, λ̄)−Kg(z̄, λ̄). (2.7)

Take the function ϕ from (1.1) and define the Lagrange multiplier mapping Λ : IRn× IRn ⇒
IRm by

Λ(x, v) =
{
λ ∈ IRm

∣∣ ∇Φ(x)∗λ = v, λ ∈ ∂g(Φ(x))
}
, (x, v) ∈ IRn × IRn. (2.8)

In the presence of an appropriate constraint qualification, we can ensure that Λ(x, v) 6= ∅ when
(x, v) ∈ gph ∂ϕ. We are not concerned, however, in this paper about what the weakest constraint
qualification is to achieve this goal. To proceed, pick v̄ ∈ ∂ϕ(x̄) and suppose that λ̄ ∈ Λ(x̄, v̄). In
what follows, we say that the second-order qualification condition (SOQC) is satisfied at (x̄, λ̄)
for the composite form (1.1) if the condition

D∗(∂g)
(
Φ(x̄), λ̄

)
(0) ∩ ker∇Φ(x̄)∗ = {0} (2.9)

holds. This condition has been often used in second-order variational analysis to obtain second-
order chain rules for important classes of functions including fully amenable functions; see [17,18].
While D∗(∂g)

(
Φ(x̄), λ̄

)
(0) was already calculated in (2.6), a more useful representation of it can

be found in [18, Theorem 3.1(i)-(ii)]. These results tell us that the latter can be equivalently
calculated as

D∗(∂g)
(
Φ(x̄), λ̄

)
(0) = par {∂g(Φ(x̄))}

= span
{
ai − aj | i, j ∈ J(Φ(x̄))

}
+ span

{
bi | i ∈ I(Φ(x̄))

}
, (2.10)

where par {∂g(Φ(x̄))} stands for the linear subspace of IRm parallel to the affine hull of ∂g(Φ(x̄)).
This shows that the SOQC (2.9) is equivalent to the transversality condition in the sense of
[1, Definition 3.4]. Moreover, using (2.10), one can see that the SOQC is equivalent to the
nondegeneracy condition for the composite form (1.1), defined in [12, Definition 5.3.1]. To
elaborate more on the SOQC (2.9), we consider two special cases of the polyhedral function
g and then show that the latter condition, indeed, boils down to the well-known conditions in
optimization.
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Example 2.1. Suppose that g and Φ are taken from (1.1) and Φ = (ϕ1, . . . , ϕm) with ϕi : IRn →
IR for all i = 1, . . . ,m. We are going to discuss the SOQC (2.9) for the following instances of
the polyhedral function g:

(a) Suppose that g(z) = max{z1, . . . , zm} with z = (z1, . . . , zm) ∈ IRm, z̄ = Φ(x̄). This
selection of g enables us to cover a minimax problem. In this case, we are going to
demonstrate that the SOQC (2.9) amounts to saying that the set {∇ϕi(x̄) | i ∈ J(z̄)} is
affinely independent. Recall that a set of vectors w0, w1, . . . , wm is affinely independent
if the set {w1 − w0, . . . , wm − w0} is linearly independent. To justify our claim about
the SOQC (2.9) in this setting, assume without loss of generality that J(z̄) = {1, . . . ,m}.
Thus, we deduce from (2.10) that

D∗(∂g)
(
Φ(x̄), λ̄

)
(0) = span

{
ei − ej | i, j ∈ J(z̄)

}
= span

{
ei − e1 | i ∈ J(z̄)

}
,

where the vectors ei, i = 1, . . . ,m, are unit vectors in IRm that have 1 as the ith compo-
nent and zeros elsewhere. This clearly tells us that the SOQC (2.9) amounts to the set
{∇ϕ2(x̄)−∇ϕ1(x̄), . . . ,∇ϕm(x̄)−∇ϕ1(x̄)} being linearly independent and thus confirms
our claim.

(b) Suppose that g = δC , where C = {0}s × IRm−s
− with 0 ≤ s ≤ m. This selection of g

allows us to cover both equality and inequality constraints appearing in classical nonlinear
programming problems. In this case, it is not hard to see that the SOQC (2.9) reduces
to the classical linear independence constraint qualification (LICQ); see the discussion
after [20, Definition 6.1] for a proof of this fact.

We proceed with some direct consequences of the SOQC (2.9) for the composite form (1.1),
which play an important role for our developments in the next section.

Proposition 2.2. Assume that ϕ : IRn → IR has the representation (1.1) around x̄ ∈ IRn,
v̄ ∈ ∂ϕ(x̄), and that λ̄ ∈ Λ(x̄, v̄). If the SOQC (2.9) is satisfied at (x̄, λ̄), then the following
properties hold.

(a) The basic constraint qualification

Ndom g(Φ(x)) ∩ ker∇Φ(x)∗ = {0} (2.11)

hold for any x close to x̄.
(b) There exist a constant ` ≥ 0 and a neighborhood U of (x̄, v̄) such that for any (x, v) ∈

U ∩ gph ∂ϕ, the Lagrange multiplier set Λ(x, v) is a singleton and the estimate

‖λ− λ̄‖ ≤ `
(
‖x− x̄‖+ ‖v − v̄‖

)
(2.12)

holds, where λ is the unique Lagrange multiplier in Λ(x, v).

Proof. By (2.6), one can obtain from (2.9) that

D(∂g)
(
Φ(x̄), λ̄

)
(0) ∩ ker∇Φ(x̄)∗ = {0}. (2.13)

Appealing now to [32, Proposition 3.10] illustrates that this property is equivalent to the con-
dition Λ(x̄, v̄) = {λ̄}. It follows from [26, Proposition 10.21] that dom dg(Φ(x̄)) = Tdom g(Φ(x̄)),
which allows us to conclude the inclusion Kg(Φ(x̄), λ̄) ⊂ Tdom g(Φ(x̄)). This gives us the inclusion
Ndom g(Φ(x̄)) ⊂

(
Kg(Φ(x̄), λ̄)

)∗
. Combining this, (2.13), and (2.6) leads us to

Ndom g(Φ(x̄)) ∩ ker∇Φ(x̄)∗ = {0}.
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It is not hard to see that this condition justifies (a). Turning now to (b), we deduce from (a)
that there exists a δ > 0 such that for all (x, v) ∈

(
gph ∂ϕ

)
∩ Bδ(x̄, v̄), the Lagrange multiplier

set Λ(x, v) is nonempty and uniformly bounded. Next, we claim that there exists a δ′ > 0 such
that δ′ < δ and for all (x, v) ∈

(
gph ∂ϕ

)
∩ Bδ′(x̄, v̄) and all λ ∈ Λ(x, v), the condition

D∗(∂g)(Φ(x), λ)(0) ∩ ker∇Φ(x)∗ = {0}

holds. Suppose to the contrary that for any k ∈ IN, there are a pair (xk, vk) ∈ gph ∂ϕ, converging
to (x̄, v̄), and λk ∈ Λ(xk, vk) for which we can find ηk ∈ IRm \ {0} such that

ηk ∈ D∗(∂g)(Φ(xk), λk)(0) ∩ ker∇Φ(xk)∗. (2.14)

According to the discussion above, the Lagrange multiplier sets Λ(xk, vk) are uniformly bounded
for sufficiently large k. Passing to a subsequence, if necessary, we can assume that the sequence
{λk}k∈IN converges to a vector in Λ(x̄, v̄). Since Λ(x̄, v̄) = {λ̄}, we arrive at λk → λ̄. Passing to a
subsequence again if necessary, we can assume that ηk/‖ηk‖ → η with η ∈ IRm \{0}. Combining
these and using (2.14) bring us to

η ∈ D∗(∂g)(Φ(x̄), λ̄)(0) ∩ ker∇Φ(x̄)∗,

which contradicts (2.9) since η 6= 0 and thus proves our claim. Similar to the argument presented
above for (2.13), we get for any (x, v) ∈

(
gph ∂ϕ

)
∩ Bδ′(x̄, v̄) and any λ ∈ Λ(x, v) that the

condition
D(∂g)(Φ(x), λ)(0) ∩ ker∇Φ(x)∗ = {0} (2.15)

is satisfied. This condition, coupled with [32, Proposition 3.10], tells us that Λ(x, v) is a singleton
for any such a pair (x, v). To justify the estimate (2.12), suppose by contradiction that it fails.
Thus, for any k ∈ IN, we find (xk, vk) ∈ gph ∂ϕ, converging to (x̄, v̄), and λk ∈ Λ(xk, vk) such
that

‖λk − λ̄‖ > k(‖xk − x̄‖+ ‖vk − v̄‖).

Setting tk := ‖λk − λ̄‖, we get ‖xk − x̄‖ = o(tk) and ‖vk − v̄‖ = o(tk). Similar to the argument
utilized above, we can assume by passing to a subsequence if necessary that λk → λ̄. By the
definitions of λk and λ̄, we obtain

∇Φ(x̄)∗(
λk − λ̄
tk

) =
1

tk

(
(∇Φ(x̄)−∇Φ(xk))∗λk + vk − v̄

)
=
o(tk)

tk
.

Assume without loss of generality that ‖λk−λ̄‖/tk → q for some q ∈ IRm\{0}. This immediately
implies that q ∈ ker∇Φ(x̄)∗. On the other hand, since ∂g(Φ(x̄)) is a polyhedral convex set, it
follows from [26, Exercise 6.47] and (2.1) that

λk − λ̄ ∈ T∂g(Φ(x̄))(λ̄) = (N∂g(Φ(x̄))(λ̄))∗ = Kg(Φ(x̄), λ̄)∗

for all k sufficiently large. By (2.6), we have D(∂g)
(
Φ(x̄), λ̄

)
(0) = Kg(Φ(x̄), λ̄)∗. Thus, we get

q ∈ D(∂g)
(
Φ(x̄), λ̄

)
(0), a contradiction with (2.13). This proves (b) and completes the proof.

We continue with another consequence of the SOQC (2.9), important for the calculus of
strict second subderivative in the next section. To this end, recall that a set-valued mapping F :
IRn ⇒ IRm is called metrically regular at x̄ for ȳ ∈ F (x̄) if there exist κ ≥ 0 and neighborhoods
U of x̄ and V of ȳ such that the distance estimate

dist
(
x, F−1(y)

)
≤ κdist

(
y, F (x)

)
(2.16)
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holds for all (x, y) ∈ U × V . When the estimate in (2.16) holds for any (x, y) ∈ IRn × IRm, we
call F globally metrically regular. Recall that F is called positively homogeneous if 0 ∈ F (0)
and F (tx) = tF (x) for any t > 0 and x ∈ IRn. It is known (cf. [9, Theorem 5.9(a)]) that when F
is positively homogeneous and metrically regular at 0 ∈ IRn for 0 ∈ IRm, it is globally metrically
regular.

Given a closed set C ⊂ IRm, a continuously differentiable function h : IRn → IRm, and
x̄ ∈ IRn with h(x̄) ∈ C, it follows from [26, Example 9.44] that the mapping x 7→ h(x) − C is
metrically regular at x̄ for 0 if and only if the condition

NC(h(x̄)) ∩ ker∇h(x̄)∗ = {0}

is satisfied. In this case, the infimum of the constants κ for which metric regularity of the
mapping x 7→ h(x)− C holds at x̄ for 0 can be calculated by

max
{ 1

‖∇h(x̄)∗y‖
∣∣ y ∈ NC(h(x̄)), ‖y‖ = 1

}
. (2.17)

Proposition 2.3. Assume that ϕ : IRn → IR has the representation (1.1) around x̄ ∈ IRn,
v̄ ∈ ∂ϕ(x̄), and that λ̄ ∈ Λ(x̄, v̄). If the SOQC (2.9) holds at (x̄, λ̄), then there is a neighborhood
U of (x̄, v̄) such that for any (x, v) ∈ (gph ∂ϕ)∩U , the mapping w 7→ ∇Φ(x)w−Kg(Φ(x), λ) is
globally metrically regular with constant 2γ̄, where λ is the unique Lagrange multiplier in Λ(x, v)
and where

γ̄ = max
{ 1

‖∇Φ(x̄)∗y‖
| ‖y‖ = 1, y ∈ D∗(∂g)(Φ(x̄), λ̄)(0)

}
. (2.18)

Proof. Using a similar argument as the proof of Proposition 2.2, we find δ > 0 such that
for any (x, v) ∈ (gph ∂ϕ) ∩ Bδ(x̄, v̄) the condition (2.15) holds. Shrinking δ if necessary, we
conclude from Proposition 2.2(b) that Λ(x, v) is a singleton for any (x, v) ∈ (gph ∂ϕ)∩Bδ(x̄, v̄).
Take any such a pair (x, v), let λ be the unique Lagrange multiplier in Λ(x, v) and define the
mapping Gx,λ : IRn ⇒ IRm by Gx,λ(w) = ∇Φ(x)w − Kg(Φ(x), λ) for any w ∈ IRn. It is
not hard to check that Gx,λ is positively homogeneous. Moreover, it follows from (2.6) that
D(∂g)(Φ(x), λ)(0) = NKg(Φ(x),λ)(0). Appealing now to (2.15), we arrive at

NKg(Φ(x),λ)(0) ∩ ker∇Φ(x)∗ = {0}. (2.19)

By the discussion prior to this proposition, the latter condition amounts to metric regularity of
the mappingGx,λ at 0 ∈ IRn for 0 ∈ IRm. As pointed out above, it follows from [26, Example 9.44]
that the infimum of the constant κx,λ for which metric regularity of Gx,λ holds at 0 for 0 can be
calculated by

γx,λ := max
{ 1

‖∇Φ(x)∗y‖
| ‖y‖ = 1, y ∈ NKg(Φ(x),λ)(0)

}
.

We claim that there exists r ∈ (0, δ) such that for any (x, v) ∈ (gph ∂ϕ) ∩ Br(x̄, v̄), we have
γx,λ ≤ 3γ̄/2 with γ̄ taken from (2.18). To justify the claim, suppose by contradiction that for
any k ∈ IN, there exist (xk, vk) ∈ gph ∂ϕ with (xk, vk)→ (x̄, v̄), and yk ∈ NKg(Φ(xk),λk)(0) with

‖yk‖ = 1 and λk ∈ Λ(xk, vk) that

1

‖∇Φ(xk)∗yk‖
>

3γ̄

2
.

Passing to a subsequence if necessary, we can assume that yk → y for some vector y ∈ IRm with
‖y‖ = 1. Moreover, we have

yk ∈ NKg(Φ(xk),λk)(0) = Kg(Φ(xk), λk)∗

⊂ Kg(Φ(xk), λk)∗ −Kg(Φ(xk), λk)∗ = D∗(∂g)(Φ(xk), λk)(0),

7



where the last equality results from (2.6). By Proposition 2.2(b), we obtain λk → λ̄. Passing to
the limit then brings us to

1

‖∇Φ(x̄)∗y‖
≥ 3γ̄

2
, y ∈ D∗(∂g)(Φ(x̄), λ̄)(0), ‖y‖ = 1,

which is a contradiction with the definition of γ̄. This proves our claim and thus indicates
that there exists r ∈ (0, δ) such that for any (x, v) ∈ (gph ∂ϕ) ∩ Br(x̄, v̄), the infimum of
the constants κx,λ of metric regularity of Gx,λ at 0 for 0 is strictly less than 2γ̄. This tells
us that 2γ̄ can be chosen as a common constant of metric regularity of Gx,λ at 0 for 0 for
any (x, v) ∈ (gph ∂ϕ) ∩ Br(x̄, v̄). Since Gx,λ are positively homogenous, it results from [9,
Theorem 5.9(a)] that Gx,λ are globally metrically regular with the same constant 2γ̄, which
completes the proof.

Proposition 2.4. Assume that g : IRm → IR is a polyhedral function and z̄ ∈ dom g and
that s = dim (par {∂g(z̄)}). Then there exist a neighborhood U of z̄, an s × m matrix B,
and a polyhedral function ϑ : IRs → IR for which we have g(z) = ϑ(Bz) for any z ∈ U and
kerB = (par {∂g(z̄)})⊥. Consequently, B has full rank.

Proof. The first claim was established in [18, Lemma 3.1]. The second claim was justified in
the proof of [18, Theorem 3.2]. Finally, the last claim is a direct consequence of the classical
rank-nullity theorem from linear algebra.

The above result has an important implication for the compsite form (1.1) in the presence
of the SOQC (2.9), allowing us to equivalently express ϕ in the form of (1.1) with the SOQC
replaced by a stronger condition.

Corollary 2.5. Assume that ϕ : IRn → IR has the representation (1.1) around x̄ ∈ IRn, v̄ ∈
∂ϕ(x̄), and that λ̄ ∈ Λ(x̄, v̄) and the SOQC (2.9) holds at (x̄, λ̄). Then there exists a neighborhood
O of x̄ on which ϕ can be expressed as

ϕ(x) = (ϑ ◦Ψ)(x) for all x ∈ O, (2.20)

where ϑ : IRs → IR is a polyhedral function with s = dim (par {∂g(Φ(x̄))}) and where Ψ : IRn →
IRs, defined by Ψ = B ◦ Φ with B and Φ taken from Proposition 2.4 and (1.1), respectively.
Moreover, ∇Ψ(x̄) has full rank.

Proof. Shrinking the neighborhood O in (1.1), together with Proposition 2.4, gives us the
representation (2.20). The claim about ∇Ψ(x̄) was established in [18, Proposition 4.1].

A function f : IRn → IR is called prox-regular at x̄ for v̄ if f is finite at x̄ and locally lower
semicontinuous (lsc) around x̄ with v̄ ∈ ∂f(x̄), and there exist constants ε > 0 and ρ > 0 such
that for all x ∈ Bε(x̄) with f(x) ≤ f(x̄) + ε we have

f(x) ≥ f(u) + 〈v̄, x− u〉 − ρ

2
‖x− u‖2 whenever (u, v) ∈ (gph ∂f) ∩ Bε(x̄, v̄). (2.21)

The function f is called subdifferentially continuous at x̄ for v̄ if the convergence (xk, vk)→ (x̄, v̄)
with vk ∈ ∂f(xk) yields f(xk)→ f(x̄) as k →∞.

Proposition 2.6. Assume that ϕ has the representation (1.1) around x̄ ∈ IRn and v̄ ∈ ∂ϕ(x̄),
and that the basic constraint qualification (2.11) holds at x = x̄. Then the following properties
hold.

(a) ϕ is prox-regular and subdifferentially continuous at x̄ for v̄.
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(b) The critical cone Kϕ(x̄, v̄) can be represented by

Kϕ(x̄, v̄) =
{
w ∈ IRn| ∇Φ(x̄)w ∈ Kg(Φ(x̄), λ̄)

}
= N∂ϕ(x̄)(v̄), (2.22)

where λ̄ can be any vector in Λ(x̄, v̄). Moreover, for any w ∈ Kϕ(x̄, v̄), we always have

NKϕ(x̄,v̄)(w) = ∇Φ(x̄)∗NKg(Φ(x̄),λ̄)(∇Φ(x̄)w).

(c) We have ∂ϕ(x̄) = ∂̂ϕ(x̄). Consequently, N∂ϕ(x̄)(v̄) is a linear subspace if and only if
v̄ ∈ ri ∂ϕ(x̄).

(d) v̄ ∈ ri ∂ϕ(x̄) if and only if λ̄ ∈ ri ∂g(Φ(x̄)) for any λ̄ ∈ Λ(x̄, v̄).

Proof. Part (a) results from [26, Proposition 13.32]. The first equivalent representation of
Kϕ(x̄, v̄) in (b) follows from the chain rule for the subderivative in [26, Theorem 13.14], which
holds under the basic constraint qualification (2.11). The second one was taken from [26, Theo-
rem 13.14]. The claimed chain rule for normal cones in (b) is an immediate consequence of the
fact that both critical cones Kϕ(x̄, v̄) and Kg(Φ(x̄), λ̄) are polyhedral. The first claim in (c) can
be found in [26, Exercise 10.25(a)]. The second claim results from the fact that ∂ϕ(x̄) is convex.
To justify (d), observe that (2.11) ensures that Λ(x̄, v̄) 6= ∅. Thus, for any λ̄ ∈ Λ(x̄, v̄), we have
v̄ = ∇Φ(x̄)∗λ̄. The claimed equivalence then results from [26, Proposition 2.44(a)].

3 Chain Rule for Strict Twice Epi-Differentiability

This section is devoted to study an important second-order variational property, called strict
twice epi-differentiability, for the composite function ϕ in (1.1). To this end, consider a function
f : IRn → IR and x̄ ∈ IRn with f(x̄) finite and define the parametric family of second-order
difference quotients of f at x̄ for v̄ ∈ ∂f(x̄) by

∆2
t f(x̄, v̄)(w) =

f(x̄+ tw)− f(x̄)− t〈v̄, w〉
1
2 t

2

for any w ∈ IRn and t > 0. The second subderivative of f at x̄ for v̄, denoted d2f(x̄, v̄), is an
extended-real-valued function defined by

d2f(x̄, v̄)(w) = lim inf
t↘0
w′→w

∆2
t f(x̄, v̄)(w′), w ∈ IRn.

Following [26, Definition 13.6], f is said to be twice epi-differentiable at x̄ for v̄ if the functions
∆2
t f(x̄, v̄) epi-converge to d2f(x̄, v̄) as t ↘ 0. Further, we say that f is strictly twice epi-

differentiable at x̄ for v̄ if the functions ∆2
t f(x, v) epi-converge to a function as t↘ 0, (x, v)→

(x̄, v̄) with f(x) → f(x̄) and (x, v) ∈ gph ∂f . If this condition holds, the limit function is then
the second subderivative d2f(x̄, v̄). The following result, established recently in [6, Theorem 4.3],
achieved a simple characterization of strict twice epi-differentiability of polyhedral functions.

Proposition 3.1 (strict twice epi-differentiability of polyhedral functions). Assume that g :
IRm → IR is a polyhedral function and that (z̄, λ̄) ∈ gph ∂g. Then the following properties are
equivalent:

(a) there is a neighborhood U of (z̄, λ̄) such that for any (z, λ) ∈ U ∩ gph ∂g, g is strictly twice
epi-differentiable at z for λ;

(b) λ̄ ∈ ri ∂g(z̄).
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It is insightful to add that the main driving force of the characterization above was the
following result for polyhedral functions, observed in [6, Theorem 3.3(b)], which holds under the
relative interior condition λ̄ ∈ ri ∂g(z̄): There exists a neighborhood V of (z̄, λ̄) for which we
have

Kg(z, λ) = Kg(z̄, λ̄) for all (z, λ) ∈ V ∩ gph ∂g. (3.1)

The above result motivates us to pursue the possibility of obtaining a similar characterization
of strict twice epi-differentiability for the composite form (1.1). To this end, we define the strict
second subderivative of f at x̄ for v̄ with v̄ ∈ ∂f(x̄) at w ∈ IRn by

d2
sf(x̄, v̄)(w) = lim inf

t↘0, w′→w

(x,v)
gph ∂f−−−−→(x̄,v̄)

f(x)→f(x̄)

∆2
t f(x, v)(w′).

When f is subdifferentially continuous at x̄ for v̄, we can drop the requirement f(x) → f(x̄)
in the definition above. Two immediate observations can be made about the strict second sub-
derivative. The first one is that it is positively homogeneous of degree 2 (see [26, Definition 13.4]
for its definition). The second one is that it is always lower semicontinuous (lsc). Both claims
can be proven as of those for the second subderivative established in [26, Proposition 13.5].

Lemma 3.2. Assume that f : IRn → IR and (x̄, v̄) ∈ gph ∂f . Then we have

d2
sf(x̄, v̄)(w) ≤ lim inf

t↘0, w′→w

(x,v)
gph ∂f−−−−→(x̄,v̄)

f(x)→f(x̄)

d2f(x, v)(w′).

Proof. Denote by α the value of the limit on the right-hand side of the above inequality. Thus,
we can find sequences (xk, vk) → (x̄, v̄) with (xk, vk) ∈ gph ∂f , f(xk) → f(x̄), and wk → w for
which we have d2f(xk, vk)(wk)→ α. By the definition of the second subderivative, for each k, we
find sequences wkm → wk and tmk ↘ 0 as m→∞ such that ∆2

tmk
f(xk, vk)(wkm)→ d2f(xk, vk)(wk)

as m → ∞. Using a standard diagonalization technique, we can find sequences mk → ∞,
wkmk

→ w and tmk
k ↘ 0 as k → ∞ such that ∆2

t
mk
k

f(xk, vk)(wkmk
) → α as k → ∞. It is evident

from the definition of the strict second subderivative that α ≥ d2
sf(x̄, v̄)(w), which proves our

claimed inequality.

We show below that the strict second subderivative can be utilized to obtain a characteri-
zation of the so-called uniform quadratic growth condition; see [2, Definition 5.16]. The latter
condition is known to be equivalent to the variational strong convexity, defined by Rockafellar
in [30, Definition 2], for lsc functions; see Corollary 3.6 for the definition of this property.

Proposition 3.3. Assume that f : IRn → IR is an lsc function and (x̄, v̄) ∈ gph ∂f . Then the
following properties are equivalent:

(a) d2
sf(x̄, v̄)(w) > 0 for all w ∈ IRn \ {0};

(b) there exist convex neighborhoods U of x̄ and V of v̄ and constants κ > 0 and ε > 0 such
that

f(x′) ≥ f(x) + 〈v, x′ − x〉+
κ

2
‖x− x′‖2 for all (x, v) ∈ (gph ∂f) ∩ (Uε × V ), x′ ∈ U,

where Uε = {x ∈ U | f(x) < f(x̄) + ε}.
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Proof. If (b) holds, it is easy to see that ∆2
t f(x, v)(w′) ≥ κ‖w′‖2 whenever (x, v) ∈ gph ∂f

satisfying (x, v) → (x̄, v̄) with and f(x) → f(x̄) and w′ → w and t ↘ 0. Passing to the limit
proves (a). To prove the opposite implication, we can argue by contradiction that if (b) fails,
then for any k ∈ IN, we find (xk, vk) ∈ gph ∂f such that (xk, vk)→ (x̄, v̄) and f(xk) < f(x̄)+1/k
and yk ∈ IRn such that yk → x̄ for which we have

f(yk) < f(xk) + 〈vk, yk − xk〉+
1

2k
‖xk − yk‖2.

Since f is lsc, we also get f(xk)→ f(x̄). Setting tk = ‖xk − yk‖ and wk = (yk − xk)/tk, assume
by passing to a subsequence if necessary that wk → w for some w ∈ IRn \ {0}. Combining these
shows that ∆2

tk
f(xk, vk)(wk) < 1/k for any k. Passing to the limit and taking into account that

w 6= 0 lead us to a contradiction with (a) and hence complete the proof.

Note that Uε in Proposition 3.3(b) can be replaced with U provided that f is subdifferentially
continuous at x̄ for v̄. It is also important to mention that the property in Proposition 3.3(a) can
be expressed equivalently as the existence of a constant ` > 0 for which d2

sf(x̄, v̄)(w) ≥ `‖w‖2
for any w ∈ IRn. Looking into the proof of Proposition 3.3, one can conclude that if (b) holds
with constant κ > 0, then we have d2

sf(x̄, v̄)(w) ≥ κ‖w‖2 for any w ∈ IRn. Conversely, if
d2
sf(x̄, v̄)(w) ≥ `‖w‖2 holds, we can see that (b) is satisfied for any constant κ ∈ (0, `).

Our first goal in this section is to establish a chain rule for the strict second subderivative of
the function ϕ in (1.1). This will tell us when strict twice epi-differentiability should be expected
for such a composite function. We begin with the following result in which a chain rule for the
second subderivative was obtained for the composite form in (1.1) under the SOQC (2.9).

Proposition 3.4. Assume that ϕ : IRn → IR has the representation (1.1) around x̄ ∈ IRn, v̄ ∈
∂ϕ(x̄), and that λ̄ ∈ Λ(x̄, v̄). If the SOQC (2.9) holds at (x̄, λ̄), then there exists a neighborhood
U of (x̄, v̄) such that for any (x, v) ∈ U ∩ gph ∂ϕ, we have

d2ϕ(x, v)(w) = 〈λ,∇2Φ(x)(w,w)〉+ d2g(Φ(x), λ)(∇Φ(x)w),

where λ is the unique element of the Lagrange multiplier set Λ(x, v) and where d2g(Φ(x), λ) =
δKg(Φ(x),λ).

Proof. By Proposition 2.2, we find a δ > 0 such that for all (x, v) ∈
(
gph ∂ϕ

)
∩ Bδ(x̄, v̄) the

Lagrange multiplier set Λ(x, v) is a singleton and that for all x ∈ Bδ(x̄) the basic constraint
qualification in (2.11) holds. Combining these and [26, Theorem 13.14] immediately gives us
the claimed formula for the second subderivative of ϕ for any (x, v) ∈

(
gph ∂ϕ

)
∩ Bδ(x̄, v̄). The

formula for the second subderivative of g was taken from [26, Proposition 13.9].

Theorem 3.5 (chain rule for strict second subderivative). Assume that ϕ : IRn → IR has the
representation (1.1) around x̄ ∈ IRn, v̄ ∈ ∂ϕ(x̄), and that λ̄ ∈ Λ(x̄, v̄). If the SOQC (2.9) holds
at (x̄, λ̄), then we have

d2
sϕ(x̄, v̄)(w) = 〈λ̄,∇2Φ(x̄)(w,w)〉+ d2

sg(Φ(x̄), λ̄)(∇Φ(x̄)w)

with d2
sg(Φ(x̄), λ̄)(u) = δKg(Φ(x̄),λ̄)−Kg(Φ(x̄),λ̄)(u) for all u ∈ IRm.

Proof. The given formula for the strict second subderivative of the polyhedral function g was
recently obtained in [6, Proposition 4.1]. To justify the claimed formula for the strict second
subderivative of ϕ, take the neighborhood O from Corollary 2.5 on which ϕ can be represented
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as ϕ = ϑ◦Ψ with ∇Ψ(x̄) having full rank. Similar to (2.8), define the set of Lagrange multipliers
at (x, v) ∈ gph ∂ϕ associated with the latter representation of ϕ by

Γ(x, v) =
{
µ ∈ IRs| ∇Ψ(x)∗µ = v, µ ∈ ∂ϑ(Ψ(x))

}
,

where s is taken from Corollary 2.5. When (x, v) ∈ gph ∂ϕ is sufficiently close to (x̄, v̄), it follows
from Proposition 2.2(b) that Γ(x, v) is a singleton and that ‖µ − µ̄‖ = O(‖x − x̄‖ + ‖v − v̄‖)
with µ ∈ Γ(x, v) and µ̄ ∈ Γ(x̄, v̄). Pick w ∈ IRn and then take sequences (xk, vk) → (x̄, v̄) with
(xk, vk) ∈ gph ∂ϕ and wk → w and let µk ∈ Γ(xk, vk). Set

uk := ∇Ψ(xk)wk + tk∇2Ψ(xk)(wk, wk)/2 + o(t2k)/tk

and observe that

∆2
tk
ϕ(xk, vk)(wk) =

ϑ
(
Ψ(xk + tkw

k)
)
− ϑ

(
Ψ(xk)

)
− tk〈∇Ψ(xk)∗µk, wk〉

1
2 t

2
k

=
ϑ
(
Ψ(xk) + tku

k
)
− ϑ

(
Ψ(xk)

)
− tk〈µk, uk〉

1
2 t

2
k

+
tk〈µk, uk〉 − tk〈µk,∇Ψ(xk)wk〉

1
2 t

2
k

= ∆2
tk
ϑ(Ψ(xk), µk)(uk) + 〈µk,∇2Ψ(xk)(wk, wk)〉+

o(t2k)

t2k
.

Passing to the limit and taking into account that µk → µ due to the discussion above bring us
to

d2
sϕ(x̄, v̄)(w) ≥ 〈µ̄,∇2Ψ(x̄)(w,w)〉+ d2

sϑ(Ψ(x̄), µ̄)(∇Ψ(x̄)w) (3.2)

= 〈µ̄,∇2Ψ(x̄)(w,w)〉+ δKϑ(Ψ(x̄),µ̄)−Kϑ(Ψ(x̄),µ̄)(∇Ψ(x̄)w),

where the last equality stems from the fact that ϑ is a polyhedral function. Clearly, we get
equality if ∇Ψ(x̄)w /∈ Kϑ(Ψ(x̄), µ̄) − Kϑ(Ψ(x̄), µ̄). We proceed to justify that the opposite
inequality in (3.2) for any w ∈ IRn such that ∇Ψ(x̄)w ∈ Kϑ(Ψ(x̄), µ̄)−Kϑ(Ψ(x̄), µ̄). To this end,
it follows from [6, Proposition 3.4] that there exists a sequence {(yk, µk)}k∈IN ⊂ gph ∂ϑ such that
(yk, µk)→ (Ψ(x̄), µ̄) and that Kϑ(Ψ(x̄), µ̄)−Kϑ(Ψ(x̄), µ̄) = Kϑ(yk, µk) for any k. Since ∇Ψ(x̄)
has full rank, we conclude from the classical Lyusternik-Graves Theorem (cf. [16, Corollary 3.8])
that Ψ is metrically regular at x̄ for Ψ(x̄). This implies that there exists a constant ` ≥ 0 such
that the estimate

dist(x̄,Ψ−1(yk)) ≤ ` ‖Ψ(x̄)− yk‖

holds for all k sufficiently large. Thus, we find xk ∈ IRn such that Ψ(xk) = yk and xk → x̄. The
former yields Kϑ(yk, µk) = Kϑ(Ψ(xk), µk). We can also use Proposition 2.3 to conclude that the
mappings Gk(u) := ∇Ψ(xk)u − Kϑ(Ψ(xk), µk) are globally metrically regular with a uniform
constant κ > 0. This brings us to the estimate

dist(w,G−1
k (0)) ≤ κdist(0, Gk(w)) = κdist

(
∇Ψ(xk)w,Kϑ(Ψ(xk), µk)

)
≤ κ ‖∇Ψ(xk)w −∇Ψ(x̄)w‖ ≤ κ ‖∇Ψ(xk)−∇Ψ(x̄)‖‖w‖,

where the penultimate step results from the fact that ∇Ψ(x̄)w ∈ Kϑ(Ψ(x̄), µ̄)−Kϑ(Ψ(x̄), µ̄) =
Kϑ(Ψ(xk), µk). This allows us to find wk ∈ G−1

k (0) such that wk → w. So, we have ∇Ψ(xk)wk ∈
Kϑ(Ψ(xk), µk) for all k sufficiently large. Using Lemma 3.2 and the given formula for the second
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subderivative of ϕ at xk for vk in Proposition 3.4, we arrive at

d2
sϕ(x̄, v̄)(w) ≤ lim inf

k→∞
d2ϕ(xk, vk)(wk)

= lim inf
k→∞

〈µk,∇2Ψ(xk)(wk, wk)〉+ d2ϑ(Ψ(xk), µk)(∇Ψ(xk)wk)

= lim inf
k→∞

〈µk,∇2Ψ(xk)(wk, wk)〉+ δKϑ(Ψ(xk),µk)(∇Ψ(xk)wk)

= lim inf
k→∞

〈µk,∇2Ψ(xk)(wk, wk)〉 = 〈µ̄,∇2Ψ(x̄)(w,w)〉

= 〈µ̄,∇2Ψ(x̄)(w,w)〉+ d2
sϑ(Ψ(x̄), µ̄)(∇Ψ(x̄)w),

where the last equality results from ∇Ψ(x̄)w ∈ Kϑ(Ψ(x̄), µ̄) − Kϑ(Ψ(x̄), µ̄). Combining this
estimate and (3.2) gives us

d2
sϕ(x̄, v̄)(w) = 〈µ̄,∇2Ψ(x̄)(w,w)〉+ d2

sϑ(Ψ(x̄), µ̄)(∇Ψ(x̄)w). (3.3)

To achieve the same result for the representation (1.1), we first observe from ∇Ψ(x̄) = B∇Φ(x̄)
that λ̄ := B∗µ̄ ∈ Λ(x̄, v̄). Also, we have ∇2Ψ(x̄) = B∇2Φ(x̄). By Proposition 2.4, we know that
g can be represented locally around Φ(x̄) as g = ϑ ◦ B with ϑ being a polyhedral function and
B having full rank. Applying (3.3) to the latter representation of g gives us

d2
sg(Φ(x̄), λ̄)(∇Φ(x̄)w) = d2

sϑ(Ψ(x̄), µ̄)(∇Ψ(x̄)w).

This, together with (3.3), implies that

d2
sϕ(x̄, v̄)(w) = 〈µ̄,∇2Ψ(x̄)(w,w)〉+ d2

sϑ(Ψ(x̄), µ̄)(∇Ψ(x̄)w)

= 〈µ̄, B∇2Φ(x̄)(w,w)〉+ d2
sg(Φ(x̄), λ̄)(∇Φ(x̄)w)

= 〈λ̄,∇2Φ(x̄)(w,w)〉+ d2
sg(Φ(x̄), λ̄)(∇Φ(x̄)w),

which proves the claimed formula for the strict second subderivative of ϕ and hence completes
the proof.

As an immediate consequence of the established chain rule for the strict second subderivative,
we can achieve a useful characterization of a property called the variational strong convexity.

Corollary 3.6. Assume that ϕ : IRn → IR has the representation (1.1) around x̄ ∈ IRn, v̄ ∈
∂ϕ(x̄), and that λ̄ ∈ Λ(x̄, v̄). If the SOQC (2.9) holds at (x̄, λ̄), then the following properties
are equivalent:

(a) 〈λ̄,∇2Φ(x̄)(w,w)〉 > 0 for all w ∈ IRn \ {0} with ∇Φ(x̄)w ∈ Kg(Φ(x̄), λ̄)−Kg(Φ(x̄), λ̄);
(b) ϕ is variationally strongly convex at x̄ for v̄, meaning that there exist convex neighborhoods

U of x̄ and V of v̄ and an lsc convex function h such that (gph ∂ϕ)∩ (U ×V ) = (gph ∂h)∩
(U × V ) and that h(x) ≤ ϕ(x) for any x ∈ U but ϕ(x) = h(x) for any (x, v) ∈ (gph ∂ϕ) ∩
(U × V ).

Proof. According to [30, Theorem 2], if v̄ ∈ ∂̂ϕ(x̄), the variational strong convexity of ϕ at x̄
for v̄ is equivalent to the uniform quadratic growth condition in Proposition 3.3(b) with f = ϕ.
The latter amounts to d2

sϕ(x̄, v̄)(w) > 0 for all w ∈ IRn \ {0} due to Proposition 3.3. Using the
established chain rule in Theorem 3.5 and taking into account that ∂̂ϕ(x̄) = ∂ϕ(x̄) because of
the SOQC confirm that (a) and (b) are equivalent.

Remark 3.7. One can use Corollary 3.6 to find a characterization of tilt-stable local minimizers
of the composite optimization problem

minimize ϕ(x) subject to x ∈ IRn. (3.4)
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To elaborate more, consider a function ϕ with the representation (1.1) around x̄. Recall that x̄
is called a tilt-stable local minimizer of ϕ if there exist neighborhoods U of x̄ and V of v̄ = 0
such that the mapping

v 7→ argmin
x∈U

{ϕ(x)− 〈v, x− x̄〉}

is single-valued and Lipschitz continuous on V and its value at v̄ is {x̄}. Combining [30, The-
orem 2] and [22, Theorem 1.3] tells us that x̄ is a tilt-stable local minimizer of ϕ if and only if
ϕ is variationally strongly convex at x̄ for v̄. If the SOQC (2.9) holds at (x̄, λ̄), where λ̄ is the
unique element in Λ(x̄, v̄), we conclude from Corollary 3.6 that x̄ is a tilt-stable local minimizer
of ϕ if and only if we have

〈λ̄,∇2Φ(x̄)(w,w)〉 > 0 for all w ∈ IRn \ {0} with ∇Φ(x̄)w ∈ Kg(Φ(x̄), λ̄)−Kg(Φ(x̄), λ̄),

a condition which was traditionally called the strong second-order sufficient condition. This
characterization of tilt-stable local minimizers of (3.4) was perviously observed in [18] using a
different approach, relying mainly on the concept of coderivative.

Next, we recall a characterization of strict twice epi-differentiability, which was established
in [23, Corollary 4.3].

Proposition 3.8 (characterization of strict twice epi-differentiability). Assume that ϕ has the
representation (1.1) around x̄ ∈ IRn and v̄ ∈ ∂ϕ(x̄) and that the basic constraint qualification
(2.11) holds at x = x̄. Then there is a neighborhood U of (x̄, v̄) such that for any (x, v) ∈
U ∩ gphϕ, the following properties are equivalent:

(a) ϕ is strictly twice epi-differentiable at x for v;
(b) d2ϕ(x, v) epi-converges (to something) as (x′, v′)→ (x, v) with v′ ∈ ∂ϕ(x′).

Proof. By Proposition 2.6(a), ϕ is prox-regular and subdifferentially continuous at x̄ for v̄.
Moreover, it follows from [26, Theorem 13.14], ϕ is twice epi-differentiable at x for v ∈ ∂ϕ(x)
whenever (x, v) is sufficiently close to (x̄, v̄). The claimed equivalence is a special case of a more
general result in [23, Corollary 4.3], obtained for prox-regular functions.

We are now in a position to characterize strict twice epi-differentiability of the composite
form (1.1). Our main tools will be a chain and a sum rules for epi-convergence of a sequence of
extended-real-valued functions, established in [26, Ecercise 7.47] and [26, Theorem 7.64], respec-
tively. Recall from [26, page 250] that a sequence of extended-real-valued functions {fk}k∈IN

converges continuously to f : IRn → IR if for every x ∈ IRn and every sequence xk → x, we have
fk(xk)→ f(x).

Theorem 3.9. Assume that ϕ has the representation (1.1) around x̄ ∈ IRn, v̄ ∈ ∂ϕ(x̄), and
that λ̄ ∈ Λ(x̄, v̄). If the SOQC (2.9) holds at (x̄, λ̄), then the following properties are equivalent:

(a) there exists a neighborhood U of (x̄, v̄) such that for any (x, v) ∈ U ∩ gph ∂ϕ, ϕ is strictly
twice epi-differentiable at x for v;

(b) v̄ ∈ ri ∂ϕ(x̄).

Proof. Suppose that (b) holds and take the neighborhood U for which the conclusions in
Propositions 2.2(b) and 3.4 hold. By Proposition 2.6(d), we get λ̄ ∈ ri ∂g(Φ(x̄)). Using (3.1)
which holds under the condition λ̄ ∈ ri ∂g(Φ(x̄)), we get Kg(Φ(x̄), λ̄) = Kg(z, λ) for all (z, λ) ∈
V ∩ gph ∂g, where V is taken from (3.1). Shrinking the neighborhood U if necessary and using
(2.12), we can assume that (Φ(x), λ) ∈ V ∩gph ∂g, where (x, v) ∈ U ∩gph ∂ϕ and λ is the unique
Lagrange multiplier in Λ(x, v), which results from Proposition 2.2(b). Thus, we arrive at

Kg(Φ(x̄), λ̄) = Kg(Φ(x), λ) for all (x, v) ∈ U ∩ gph ∂ϕ, λ ∈ Λ(x, v). (3.5)
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We claim that for any sequence {(xk, vk)}k∈IN ⊂ U ∩gph ∂ϕ such that (xk, vk)→ (x̄, v̄), we have

d2ϕ(xk, vk)
e−→ d2ϕ(x̄, v̄). (3.6)

To this end, pick w ∈ IRn and conclude from Proposition 3.4 that

d2ϕ(xk, vk)(w) = fk(w) + δKg(Φ(xk),λk)(∇Φ(xk)w) with fk(w) := 〈λk,∇2Φ(xk)(w,w)〉.

Since (xk, vk) → (x̄, v̄), we deduce from (2.12) that λk → λ̄. This tells us that the sequence
of functions {fk}k∈IN is continuously convergent to f , where f(w) = 〈λ̄,∇2Φ(x̄)(w,w)〉 for any
w ∈ IRn. Moreover, it follows from (3.5) that Kg(Φ(x̄), λ̄) = Kg(Φ(xk), λk), which immediately

implies via [26, Proposition 7.4(f)] that δKg(Φ(xk),λk)
e−→ δKg(Φ(x̄),λ̄). Appealing now to [26,

Exercise 7.47(a)] tells us that

δKg(Φ(xk),λk) ◦ ∇Φ(xk)
e−→ δKg(Φ(x̄),λ̄) ◦ ∇Φ(x̄) (3.7)

provided that the condition

0 ∈ int
(
Kg(Φ(x̄), λ̄)− rge∇Φ(x̄)

)
(3.8)

is satisfied. According to [2, Proposition 2.97], this condition amounts to

Kg(Φ(x̄), λ̄)∗ ∩ ker∇Φ(x̄)∗ = {0}.

By (2.6), we have Kg(Φ(x̄), λ̄)∗ ⊂ D∗(∂g)
(
Φ(x̄), λ̄

)
(0), which together with the SOQC (2.9)

confirms that (3.8) is satisfied. This proves (3.7). Appealing now to the sum rule for epi-
convergence from [26, Theorem 7.46(b)] justifies (3.6). Thus, it results from Proposition 3.8
that ϕ is strictly twice epi-differentiable at x̄ for v̄. To achieve the same conclusion for any
point (x, v) ∈ gph ∂ϕ sufficiently close to (x̄, v̄), we claim that for any such a pair (x, v), we
have v ∈ ri ∂ϕ(x). As pointed out above, the condition v̄ ∈ ri ∂ϕ(x̄) yields λ̄ ∈ ri ∂g(Φ(x̄)).
Since Kg(Φ(x̄), λ̄) = N∂g(Φ(x̄))(λ̄), we conclude from Proposition 2.6(c) that the critical cone
Kg(Φ(x̄), λ̄) is a linear subspace. This, combined with (3.5), ensures that Kg(Φ(x), λ) is a linear
subspace for any (x, v) ∈ U ∩ gph ∂ϕ and the unique Lagrange multiplier λ in Λ(x, v). Again,
since Kg(Φ(x), λ) = N∂g(Φ(x))(λ), we arrive at λ ∈ ri ∂g(Φ(x)). It follows from Proposition 2.6(d)
that v ∈ ri ∂ϕ(x), which proves our claim. Employing the same argument as the one for (x̄, v̄)
indicates that ϕ is strictly twice epi-differentiable at x for v for any (x, v) ∈ U ∩ gph ∂ϕ and
hence proves (a).

Assume now that (a) holds, which implies that ϕ is strictly twice epi-differentiable at x̄
for v̄. This implies that d2

sϕ(x̄, v̄) = d2ϕ(x̄, v̄). According to [26, Theorem 13.14], we have
dom d2ϕ(x̄, v̄) = Kϕ(x̄, v̄) = N∂ϕ(x̄)(v̄). We claim that Kϕ(x̄, v̄) is a linear subspace. To justify
it, it suffices to show that if w ∈ Kϕ(x̄, v̄), we have −w ∈ Kϕ(x̄, v̄). Take w ∈ Kϕ(x̄, v̄).
By Proposition 3.4, we get d2ϕ(x̄, v̄)(w) < ∞ and hence d2

sϕ(x̄, v̄)(w) < ∞. Appealing now to
Theorem 3.5 results in ∇Φ(x̄)w ∈ Kg(Φ(x̄), λ̄)−Kg(Φ(x̄), λ̄), which is equivalent to −∇Φ(x̄)w ∈
Kg(Φ(x̄), λ̄)−Kg(Φ(x̄), λ̄). This, combined with Theorem 3.5, confirms that d2

sϕ(x̄, v̄)(−w) <∞
and hence d2ϕ(x̄, v̄)(−w) < ∞, which implies that −w ∈ Kϕ(x̄, v̄). Thus, N∂ϕ(x̄)(v̄) is a linear
subspace and hence v̄ ∈ ri ∂ϕ(x̄), which completes the proof.

Note that when the polyhedral function g in Theorem 3.9 is the pointwise maximum g(z) =
max{z1, . . . , zm} with z = (z1, . . . , zm) as in Example 2.1(a), Theorem 3.9 covers [24, Proposi-
tion 3.8] with a different proof. As pointed out in Example 2.1(a), in this case, the SOQC (2.9)
is equivalent to saying that the set {∇ϕi(x̄) | i ∈ J(Φ(x̄))} is affinely independent. When g is
given as the one in Example 2.1(b), Theorem 3.9 reduces to [24, Proposition 4.13]. We should
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add here both results in [24] only contain the implication (b) =⇒ (a) in Theorem 3.9 and do
not achieve the established equivalence of (a) and (b) as in Theorem 3.9.

We continue by exploring an important geometric property of gph ∂ϕ, called strict proto-
differentiability, which will be of great importance in the next section. To this end, take a
set-valued mapping F : IRn ⇒ IRm and recall from [26, page 331] that F is said to be proto-
differentiable at x̄ for ȳ ∈ F (x̄) if the outer graphical limit in (2.5) is actually a full limit.
When F (x̄) is a singleton consisting of ȳ only, the notation DF (x̄, ȳ) is simplified to DF (x̄).
It is easy to see that for a single-valued function F , which is differentiable at x̄, the graphical
derivative DF (x̄) boils down to the Jacobian matrix of F at x̄, denoted by ∇F (x̄). Recall
from [26, Definition 9.53] that the strict graphical derivative of a set-valued mapping F at x̄ for
ȳ, is the set-valued mapping D∗F (x̄, ȳ) : IRn ⇒ IRm, defined by

gphD∗F (x̄, ȳ) = lim sup
t↘0

(x,y)
gph F−−−→(x̄,ȳ)

gphF − (x, y)

t
. (3.9)

The set-valued mapping F is said to be strictly proto-differentiable at x̄ for ȳ if the outer
graphical limit in (3.9) is a full limit. To shed more light on this definition, take a set Ω ⊂ IRd

and x̄ ∈ Ω. The regular (Clarke) tangent cone and the paratingent cone to Ω at x̄ are defined,
respectively, by

T̂Ω(x̄) = lim inf
x

Ω−→x̄,t↘0

Ω− x
t

and T̃Ω(x̄) = lim sup

x
Ω−→x̄,t↘0

Ω− x
t

.

Since we always have T̂Ω(x̄) ⊂ TΩ(x̄) ⊂ T̃Ω(x̄), strict proto-differentiability of a set-valued
mapping F at x̄ for ȳ amounts to the condition T̂gphF (x̄, ȳ) = T̃gphF (x̄, ȳ). Note that if the latter
equality holds, we must have D∗F (x̄, ȳ) = DF (x̄, ȳ). We recently showed in [6, Theorem 4.3]
that if g : IRm → IR is a polyhedral function and (z̄, λ̄) ∈ gph ∂g, then ∂g is strictly proto-
differentiable at z̄ for λ̄ if and only if λ̄ ∈ ri ∂g(z̄). Below, we are going to demonstrate that a
similar result can be expected for the composite form in (1.1) when the SOQC (2.9) is satisfied.

Theorem 3.10. Assume that ϕ has the representation (1.1) around x̄ ∈ IRn, v̄ ∈ ∂ϕ(x̄), and
that λ̄ ∈ Λ(x̄, v̄). If the SOQC (2.9) holds at (x̄, λ̄), then the following properties are equivalent:

(a) there exists a neighborhood U of (x̄, v̄) such that for any (x, v) ∈ U ∩ gph ∂ϕ, ∂ϕ is strictly
proto-differentiable at x for v;

(b) v̄ ∈ ri ∂ϕ(x̄).

Proof. As explained in the proof of Proposition 3.8, the composite function ϕ satisfies the
assumptions of [23, Corollary 4.3]. The latter result demonstrates that the property in (a) is
equivalent to the property in Theorem 3.9(a). This, combined with Theorem 3.9, proves the
equivalence of (a) and (b).

We continue by characterizing the regularity of the graph of the subgradient mappings of
functions with the composite representation (1.1). Recall that a set C ⊂ IRd is called regular at
x̄ ∈ C provided that N̂C(x̄) = NC(x̄). To achieve our goal, we begin with an observation about
the regular tangent cone.

Lemma 3.11. Assume that ϕ : IRn → IR has the representation (1.1) around x̄ ∈ IRn, v̄ ∈
∂ϕ(x̄), and the basic constraint qualification (2.11) holds at x = x̄. Then the regular tangent
cone T̂gph ∂ϕ(x̄, v̄) is a linear subspace.
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Proof. By Proposition 2.6(a), the composite function ϕ, accompanied with (2.11), is prox-
regular and subdifferentially continuous at x̄ for v̄. Thus, it results from [26, Proposition 13.46]
that the subgradient mapping ∂ϕ : IRn ⇒ IRn is graphically Lipschitzian of dimension n around
(x̄, v̄), meaning that gph ∂ϕ can be identified locally with the graph of a Lipschitz continu-
ous function from IRn into IRn; see [26, Definition 9.66] for more elaboration on this concept.
Employing now [27, Theorem 3.5(b)] tells us that T̂gph ∂ϕ(x̄, v̄) is a linear subspace.

Theorem 3.12. Assume that ϕ : IRn → IR has the representation (1.1) around x̄ ∈ IRn,
v̄ ∈ ∂ϕ(x̄), and that λ̄ ∈ Λ(x̄, v̄). If the SOQC (2.9) holds at (x̄, λ̄), then the following properties
are equivalent:

(a) v̄ ∈ ri ∂ϕ(x̄);
(b) gph ∂ϕ is regular at (x̄, v̄), that is N̂gph ∂ϕ(x̄, v̄) = Ngph ∂ϕ(x̄, v̄);
(c) for any w ∈ IRn, we have D(∂ϕ)(x̄, v̄)(w) = D∗(∂ϕ)(x̄, v̄)(w).

Proof. Suppose that v̄ ∈ ri ∂ϕ(x̄). It follows from Theorem 3.10 that ∂ϕ is strictly proto-
differentiable at x̄ for v̄. This is equivalent to saying that T̂gph ∂ϕ(x̄, v̄) = T̃gph ∂ϕ(x̄, v̄), which

implies that T̂gph ∂ϕ(x̄, v̄) = Tgph ∂ϕ(x̄, v̄). By [26, Corollary 6.29], the latter is equivalent to

saying that N̂gph ∂ϕ(x̄, v̄) = Ngph ∂ϕ(x̄, v̄), which proves (b). Conversely, assume that (b) holds.

As pointed out above, this implies that T̂gph ∂ϕ(x̄, v̄) = Tgph ∂ϕ(x̄, v̄). We claim that Kϕ(x̄, v̄)
is a linear subspace. By Proposition 2.6(b), we have Kϕ(x̄, v̄) = N∂ϕ(x̄)(v̄). Thus, to verify
our claim, it suffice to show that if w ∈ Kϕ(x̄, v̄), then −w ∈ Kϕ(x̄, v̄). Take w ∈ Kϕ(x̄, v̄)
and observe from [13, Theorem 7.2] that domD(∂ϕ)(x̄, v̄) = Kϕ(x̄, v̄). So, we find u ∈ IRn

such that u ∈ D(∂ϕ)(x̄, v̄)(w) or equivalently (w, u) ∈ Tgph ∂ϕ(x̄, v̄). By Lemma 3.11 and

T̂gph ∂ϕ(x̄, v̄) = Tgph ∂ϕ(x̄, v̄), we conclude that (−w,−u) ∈ Tgph ∂ϕ(x̄, v̄). This can be translated
as −w ∈ domD(∂ϕ)(x̄, v̄) = Kϕ(x̄, v̄), which proves our claim. Since N∂ϕ(x̄)(v̄) is a linear
subspace, we arrive at v̄ ∈ ri ∂ϕ(x̄), and hence obtain (a).

Now, assume (a) holds. This implies via Proposition 2.6(d) that λ̄ ∈ ri ∂g(Φ(x̄)), where λ̄
is the unique Lagrange multiplier in Λ(x̄, v̄). Appealing to [6, Corollary 3.8] indicates that the
condition λ̄ ∈ ri ∂g(Φ(x̄)) is equivalent to

D(∂g)(Φ(x̄), λ̄) = D∗(∂g)(Φ(x̄), λ̄). (3.10)

By the SOQC (2.9), we get Λ(x̄, v̄) = {λ̄}. Since the basic constraint qualification (2.11) holds,
it follows from [13, Theorem 7.2] that

D(∂ϕ)(x̄, v̄)(w) = ∇2〈λ̄,Φ〉(x̄)w +∇Φ(x̄)∗D(∂g)(Φ(x̄), λ̄)(∇Φ(x̄)w). (3.11)

Also, one can see from [17, Theorem 4.3] that

D∗(∂ϕ)(x̄, v̄)(w) = ∇2〈λ̄,Φ〉(x̄)w +∇Φ(x̄)∗D∗(∂g)(Φ(x̄), λ̄)(∇Φ(x̄)w). (3.12)

Combining these and (3.10) proves that D(∂ϕ)(x̄, v̄) = D∗(∂ϕ)(x̄, v̄). Conversely, suppose that
(c) holds. This, in particular, indicates that domD(∂ϕ)(x̄, v̄) = domD∗(∂ϕ)(x̄, v̄). By the
second equation in (2.7) and (3.12), we get

domD∗(∂ϕ)(x̄, v̄) =
{
w ∈ IRn| ∇Φ(x̄)w ∈ Kg(Φ(x̄), λ̄)−Kg(Φ(x̄), λ̄)

}
,

which clearly is a linear subspace. Thus, domD(∂ϕ)(x̄, v̄) = Kϕ(x̄, v̄) = N∂ϕ(x̄)(v̄) is a linear
subspace. By Proposition 2.6(c), we get v̄ ∈ ri ∂ϕ(x̄) and hence obtain (a).
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We close this section by considering a special case of the polyhedral function g in the compos-
ite form (1.1). Assume that Θ is a subset of IRn and x̄ ∈ Θ and that there exists a neighborhood
O of x̄ around which Θ has the representation

Θ ∩O =
{
x ∈ O|Φ(x) ∈ C

}
, (3.13)

where C is a polyhedral convex set in IRm and that Φ is taken from (1.1). This clearly fits into
the composite form (1.1) by assuming that g = δC . An important example of the set Θ with
the representation (3.13) is when the polyhedral convex set C = {0} with 0 ∈ IRm. In this case,
it follows from Example 2.1(b) that the SOQC (2.9) amounts to ∇Φ(x̄) having full rank. Note
that a set Θ ⊂ IRn is said to be a C2 smooth manifold around a point x̄ ∈ Θ if there exists a
neighborhood O of x̄ on which Θ has the representation (3.13) with C = {0} with 0 ∈ IRm and
∇Φ(x̄) has full rank. For such a set, it was shown recently in [10, Theorem 6.3] via a different
approach that both properties in Theorem 3.12(b)-(c) hold. It is important to mention that our
results, Theorems 3.10 and 3.12, go one step further and show that, indeed, the regular tangent
cone and the paratingent cone to gphNΘ coincide when Θ is a C2 smooth manifold.

4 Stability Properties of Generalized Equations

This section concerns the stability properties of solution set to the canonical perturbation of the
generalized equation

ū ∈ f(x) + ∂ϕ(x), (4.1)

where f : IRn → IRn is a C1 function and ϕ is taken from (1.1) and where ū is a fixed vector
in IRn. This generalized equation provides a rich and unified framework to study stability
properties of variational inequalities and KKT systems from important classes of constrained
and composite optimization problems. In particular, when ϕ = δC with C a polyhedral convex
set in IRn, it reduces to the generalized equation in [5] by Dontchev and Rockafellar for which
they demonstrated that strong metric regularity and metric regularity of (4.1) are equivalent.
Recall that a set-valued mapping F : IRn ⇒ IRm is called strongly metrically regular at x̄ for
ȳ ∈ F (x̄) if F−1 admits a Lipschitz continuous single-valued localization around ȳ for x̄, which
means that there exist neighborhoods U of x̄ and V of ȳ such that the mapping y 7→ F−1(y)∩U
is single-valued and Lipschitz continuous on V . According to [4, Proposition 3G.1], strong metric
regularity of F at x̄ for ȳ amounts to F being metrically regular at x̄ for ȳ and its inverse F−1

admitting a single-valued localization around ȳ for x̄.
Our first goal is to show that for the mapping G : IRn ⇒ IRn, defined by

G(x) = f(x) + ∂ϕ(x), x ∈ IRn, (4.2)

metric regularity and strong metric regularity are equivalent. Our approach is different from [5]
and relies upon the characterization of strict proto-differentiability of the subgradient mapping
∂ϕ, established in Theorem 3.10. This forces us to confine our analysis to nondegenerate solu-
tions to (4.1). Recall that x̄ is called a nondegenerate solution to the generalized equation (4.1)
if it satisfies the relative interior condition

ū− f(x̄) ∈ ri ∂ϕ(x̄). (4.3)

The following result presents an equivalent description of nondegenerate solutions to (4.1).

Proposition 4.1. Assume that x̄ is a solution to the generalized equation (4.1) and that the basic
constraint qualification in (2.11) holds at x = x̄. Then the following properties are equivalent:
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(a) x̄ is a nondegenerate solution to (4.1);
(b) the critical cone Kϕ(x̄,−f(x̄)) is a linear subspace.

Proof. According to (2.22), we have Kϕ(x̄, ū − f(x̄)) = N∂ϕ(x̄)(ū − f(x̄)). Since ∂ϕ(x̄) is
convex, we can conclude that Kϕ(x̄, ū−f(x̄)) is a linear subspace if and only if (4.3) is satisfied.
This proves the equivalence of (a) and (b).

To proceed, define the solution mapping S : IRn ⇒ IRn to the canonical perturbation of (4.1)
by

S(u) := G−1(u) =
{
x ∈ IRn

∣∣u ∈ f(x) + ∂ϕ(x)
}
, u ∈ IRn. (4.4)

We begin with the following result in which metric regularity of G will be characterized.

Theorem 4.2. Assume that x̄ is a nondegenerate solution to (4.1) and that the SOQC in (2.9)
holds at (x̄, λ̄), where λ̄ is the unique vector in Λ(x̄, ū − f(x̄)). Set K := Kϕ(x̄, ū − f(x̄)) and
A := ∇f(x̄) +∇2〈λ̄,Φ〉(x̄). Then the following properties are equivalent:

(a) the mapping G in (4.2) is metrically regular at x̄ for ū;

(b)
{
w ∈ IRn| A∗w ∈ K⊥

}
∩K = {0};

(c) AK +K
⊥

= IRn;
(d) DG(x̄, ū) is surjective.

Proof. By (4.3) and Theorem 3.12, we get D(∂ϕ)(x̄, ū− f(x̄)) = D∗(∂ϕ)(x̄, ū− f(x̄)). This,
along with (3.11), implies for any w ∈ IRn that

D∗G(x̄, ū)(w) = ∇f(x̄)∗w +D∗(∂ϕ)(x̄, ū− f(x̄))(w)

= A∗w +∇Φ(x̄)∗D(∂g)(Φ(x̄), λ̄)(∇Φ(x̄)w)

= A∗w +∇Φ(x̄)∗NKg(Φ(x̄),λ̄)(∇Φ(x̄)w)

= A∗w +NK(w), (4.5)

where the penultimate step results from (2.6) and the last equality comes from Proposition 2.6(b).
By Proposition 4.1, K is a linear subspace, which brings us to

u ∈ D∗G(x̄, ū)(w) ⇐⇒ u−A∗w ∈ K⊥, w ∈ K.

It is well-known (cf. [16, Theorem 3.3]) that metric regularity of G at x̄ for ū can be characterized
by the implication

0 ∈ D∗G(x̄, ū)(w) =⇒ w = 0.

Combining this with the calculation of D∗G(x̄, ū)(w), obtained above, proves the equivalence of
(a) and (b). By [26, Corollary 11.25(c)], we have

(AK)⊥ =
{
w ∈ IRn| A∗w ∈ K⊥

}
,

which implies (b) and (c) are equivalent. Arguing similar to (4.5), we get for any w ∈ IRn that

DG(x̄, ū)(w) = Aw +NK(w), (4.6)

which brings us to

(w, q) ∈ gphDG(x̄, ū) ⇐⇒ q −Aw ∈ K⊥, w ∈ K. (4.7)

This tells us that rgeDG(x̄, ū) = AK+K
⊥

. Thus, DG(x̄, ū) is surjective, meaning rgeDG(x̄, ū) =

IRn, if and only if AK +K
⊥

= IRn, which demonstrates that (c) and (d) are equivalent.
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Next, we are going to show that metric regularity and strong metric regularity of the mapping
G in (4.2) are equivalent for nondegenerate solutions to (4.1). To achieve our goal, we are going
to utilize the following characterization of strong metric regularity from [4, Theorem 4D.1]: a
set-valued mapping F : IRn ⇒ IRm is strongly metrically regular at x̄ for ȳ ∈ F (x̄) provided
that it has a locally closed graph and the conditions

0 ∈ D∗F (x̄, ȳ)(w) =⇒ w = 0 (4.8)

and
x̄ ∈ lim inf

y→ȳ
F−1(y) (4.9)

hold.

Theorem 4.3 (equivalence of metric regularity and strong metric regularity). Assume that x̄
is a nondegenerate solution to (4.1) and that the SOQC in (2.9) holds at (x̄, λ̄), where λ̄ is the
unique vector in Λ(x̄, ū−f(x̄)). Set K := Kϕ(x̄, ū−f(x̄)) and A := ∇f(x̄)+∇2〈λ̄,Φ〉(x̄). Then
the following properties hold.

(a) The mapping G in (4.2) is metrically regular at x̄ for ū if and only if it is strongly metrically
regular at x̄ for ū.

(b) One of the equivalent properties (a)-(d) in Theorem 4.2 holds if and only if the solution
mapping S in (4.4) has a Lipschitz continuous localization σ around ū for x̄, which is C1

in a neighborhood of ū and
∇σ(ū) = B

(
B∗AB

)−1
B∗,

where B ∈ IRn×s is a matrix whose columns form a basis for the linear subspace K and
s = dimK.

Proof. We begin with the proof of (a). If G is strongly metrically regular at x̄ for ū, it
clearly enjoys metric regularity at x̄ for ū. Suppose now that G is metrically regular at x̄ for ū.
According to the discussion above, it suffices to verify the validity of (4.8) and (4.9). The latter
directly results from the estimate (2.16) for F = G. To prove the former, take w ∈ IRn such
that 0 ∈ D∗G(x̄, ū)(w). We know from the SOQC and Theorem 3.12 that ∂ϕ is strictly proto-
differentiable at x̄ for ū − f(x̄) due to (4.3). This, coupled with [6, Proposition 5.3], indicates
that G is strictly proto-differentiable at x̄ for ū. The discussion prior to Theorem 3.10 tells us
that strict proto-differentiability of G at x̄ for ū yields D∗G(x̄, ū) = DG(x̄, ū). Thus, by (4.7),

the condition 0 ∈ D∗G(x̄, ū)(w) is equivalent to saying that −Aw ∈ K⊥ and w ∈ K. Since K is
a linear subspace of dimension s, we find a matrix B ∈ IRn×s whose columns form a basis for

K. This means that K = rgeB, which is equivalent to K
⊥

= kerB∗. This allows us to deduce

from the conditions −Aw ∈ K⊥ and w ∈ K that there exists q ∈ IRs such that w = Bq and
B∗ABq = 0. We are going to show that the s× s matrix B∗AB is nonsingular. To do so, pick
p ∈ IRn. Since G is metrically regular at x̄ for ū, it results from Theorem 4.2(c) that there are

w′ ∈ K and p′ ∈ K⊥ for which we have p = Aw′ + p′. By K = rgeB, we find d ∈ IRs that

w′ = Bd. Combining these and using K
⊥

= kerB∗, we arrive at

B∗p = B∗(Aw′ + p′) = B∗Aw′ = B∗ABd.

Because p was chosen arbitrarily, we get rgeB∗ ⊂ rge (B∗AB). Since the opposite inclusion
always holds, we obtain rgeB∗ = rge (B∗AB). This, together with the fact that B has full
column rank, implies that rge (B∗AB) = IRs and thus confirms that B∗AB is nonsingular.
Consequently, the condition B∗ABq = 0 results in q = 0 and so w = Bq = 0. This proves (4.8)
and completes the proof of (a).
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Turning to the proof (b), remember first that S = G−1. So, the claimed equivalence in (b)
falls directly out of Theorem 4.2 and (a). Next, we are going to show that if one of the equivalent
properties (a)-(d) in Theorem 4.2 holds, the Lipschitz continuous localization of S around ū for
x̄ is C1 around ū. To this end, we find neighborhoods U of ū and V of x̄ such that the mapping
u 7→ S(u)∩V is single-valued and Lipschitz continuous on U . Define the function σ : U → V by
σ(u) = S(u)∩V . We claim that σ is C1 in a neighborhood of ū. To justify it, remember from the
proof of (a) that G is strictly proto-differentiable at x̄ for ū. Appealing to Theorem 3.10 allows
us to ensure that G enjoys the same property at x for u whenever (x, u) ∈ gphG is sufficiently
close to (x̄, ū). Shrinking U and V if necessary, we can assume without loss of generality that
G is strictly proto-differentiable at x for u for any (x, u) ∈ gphG ∩ (V × U). Take any such a
pair (x, u) and conclude from S−1 = G that S−1 is strictly proto-differentiable at u for x. Since
strict proto-differentiability is a local property of gphS and since gphσ = gphS ∩ (U × V ), σ is
strictly proto-differentiable at u for x. Employing [26, Proposition 3.1] tells us that σ is strictly
differentiable on U , which is equivalent to saying that σ is C1 on U due to [4, Exercise 1D.8].

To justify the claimed formula for the Jacobian matrix of σ at ū, take p ∈ IRn and set
w = ∇σ(ū)p = Dσ(ū)(p). This implies that p ∈ DG(x̄, ū)(w). By (4.7), the latter means that

p−Aw ∈ K⊥ and w ∈ K. Recall that K = rgeB and K
⊥

= kerB∗. Thus, we find q ∈ IRs such
that w = Bq, which leads us to

0 = B∗(p−Aw) = B∗p−B∗ABq.

Since the matrix B∗AB is nonsingular, we get

∇σ(ū)p = w = Bq = B(B∗AB)−1B∗p,

which completes the proof of theorem.

The equivalence of metric regularity and strong metric regularity for generalized equations
was first achieved in [5, Theorem 3] by Donchev and Rockafellar without assuming the non-
degeneracy for solutions. However, the framework in [5] is associated with ϕ = δC in (4.1),
C being a polyhedral convex set, and thus is narrower than the generalized equation in (4.1).
Moreover, the approach therein relies heavily on Robinson’s results in [25] and did not utilize
strict proto-differentiability. The new approach of dealing with the latter equivalence was first
presented in [6], where the main attention was given to polyhedral functions.

Remark 4.4. A closer look into the proof of Theorem 4.3 reveals that the underlying property
that allows to achieve the equivalence of metric regularity and strong metric regularity for the
generalized equation in (4.1) is strict proto-differentiability of the mapping G in (4.2) at x̄ for
ū, which is indeed equivalent to the same property of the subgradient mapping ∂ϕ at x̄ for
ū − f(x̄). As shown in Theorem 3.10, the latter amounts to the nondegeneracy of the solution
x̄ to (4.1). Since strict proto-differentiability is a local property of gph ∂ϕ, we could obtain the
same equivalence if ∂ϕ in (4.1) is replaced with a graphical localization of ∂ϕ around (x̄, ū−f(x̄)).
To elaborate more, suppose that T : IRn ⇒ IRn is a set-valued mapping such that gphT and
gph ∂ϕ coincide locally around (x̄, ū− f(x̄)). In this case, if all the assumptions in Theorem 4.3
are satisfied, then both conclusions (a) and (b) in the latter result hold for the generalized
equation

ū ∈ f(x) + T (x).

This observation will be utilized later in this section while we are proving continuous differen-
tiability of the proximal mapping of ϕ.
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An interesting case of the generalized equation (4.1) occurs when the composite function ϕ
therein is the indicator function of a C2 smooth manifold Θ, defined by (3.13) with C = {0}. In
this case, the relative interior condition in (4.3) holds automatically because ∂ϕ(x̄) = rge∇Φ(x̄)∗,
which is a linear subspace of IRn and thus is relatively open. This tells us that every solution
to (4.1) with ϕ = δΘ is nondegenerate. The next result shows that metric regularity and strong
metric regularity in this case are always equivalent.

Corollary 4.5. Assume that Θ is a C2 smooth manifold in IRn and that x̄ is a solution to the
generalized equation in (4.1), where ϕ = δΘ. Then the mapping G in (4.2) is metrically regular
at x̄ for ū if and only if it is strongly metrically regular at x̄ for ū.

Proof. This results from our discussion prior to this corollary and Theorem 4.3(a).

Our final task is to study continuous differentiability of the proximal mapping of the com-
posite function ϕ in (1.1). Recall that proximal mapping of ϕ for a parameter value r > 0,
denoted by prox rϕ, is defined by

prox rϕ(x) = argmin
w∈IRn

{
ϕ(w) +

1

2r
‖w − x‖2

}
.

To ensure that prox rϕ is nonempty, we have to assume that ϕ is prox-bounded, meaning that for
some α ∈ IR, the function ϕ+α‖·‖2 is bounded from below on IRn; see [26, Exercise 1.24] for more
equivalent descriptions. An important instance of ϕ for which this condition automatically holds
is when ϕ = δΘ with Θ taken from (3.13). In this case, the proximal mapping prox rϕ boils down
to the projection mapping PΘ. Below, we collect some important properties of the proximal
mapping of ϕ, which will be utilized in our characterization of continuous differentiability of
prox rϕ in the rest of this section.

Lemma 4.6. Assume that ϕ has the representation (1.1) around x̄ ∈ IRn and v̄ ∈ ∂ϕ(x̄), and
that the basic constraint qualification (2.11) holds at x = x̄. Suppose further that ϕ is prox-
bounded. Then there exist positive constants ε and ρ such that for any r ∈ (0, 1/ρ), there is a
neighborhood Ur of x̄+rv̄ on which prox rϕ is nonempty, single-valued, Lipschitz continuous and
can be calculated by

prox rϕ = (I + rTε)
−1, (4.10)

where the set-valued mapping Tε : IRn ⇒ IRn is defined by

Tε(x) =

{
∂ϕ(x) ∩ Bε(v̄) if x ∈ Bε(x̄),

∅ otherwise,
(4.11)

and where I stands for the n× n identity matrix. Moreover, we have

∇erϕ(x) =
1

r
(x− prox rϕ(x)), x ∈ Ur, (4.12)

where the Moreau envelope function erϕ is defined by

erϕ(x) = inf
w∈∈IRn

{
ϕ(w) +

1

2r
‖w − x‖2

}
, x ∈ IRn.

Proof. By Proposition 2.6(a), the composite function ϕ is prox-regular and subdifferentially
continuous at x̄ for v̄. Both results about prox rϕ were established in [21, Theorem 4.4].

We proceed with a characterization of continuous differentiability of the proximal mapping
of the composite function ϕ in (1.1).
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Theorem 4.7. Assume that ϕ has the representation (1.1) around x̄ ∈ IRn and v̄ ∈ ∂ϕ(x̄), and
that the SOQC in (2.9) holds at (x̄, λ̄), where λ̄ is the unique vector in Λ(x̄, v̄). Suppose further
that ϕ is prox-bounded. Then the following properties are equivalent:

(a) there exists a positive constant ρ such that for any r ∈ (0, 1/ρ), the proximal mapping
prox rϕ is C1 in a neighborhood of x̄+ rv̄;

(b) there exists a positive constant ρ such that for any r ∈ (0, 1/ρ), the envelope function erϕ
is C2 in a neighborhood of x̄+ rv̄;

(c) v̄ ∈ ri ∂ϕ(x̄).

Proof. Assume first that (c) holds and take positive constants ε and ρ from Lemma 4.6. Fix
r ∈ (0, 1/ρ) and consider the generalized equation

ū ∈ (I + rTε)(x), x ∈ IRn, (4.13)

where ū = x̄ + rv̄ and Tε is defined by (4.11). We know from Lemma 4.6 that the solution set
to (4.13), namely (I + rTε)

−1(ū), is single-valued and is precisely prox rϕ(ū). Moreover, we can
find a neighborhood Ur of ū such that for any u ∈ Ur the solution mapping to the canonical
perturbation of (4.13), namely the generalized equation

u ∈ (I + rTε)(x), x ∈ IRn, (4.14)

is prox rϕ(u). Also, prox rϕ is single-valued and Lipschitz continuous on Ur. Thus, it follows
from (4.10) and [4, Proposition 3G.1] that I + rTε is metrically regular at x̄ for ū. We know
from Theorem 3.10 that ∂ϕ is strictly proto-differentiable at x̄ for v̄. This amounts to saying
that T̂gph ∂ϕ(x̄, v̄) = T̃gph ∂ϕ(x̄, v̄). By the definition of Tε in (4.11), we obtain gphTε = gph ∂ϕ∩
(Bε(x̄)×Bε(v̄)), meaning that that the graphs of Tε and ∂ϕ coincide locally around (x̄, v̄). This
implies that T̂gphTε(x̄, v̄) = T̃gphTε(x̄, v̄), which means that Tε is strictly proto-differentiable at
x̄ for v̄. This clearly shows that rTε is strictly proto-differentiable at x̄ for rv̄ and so is I + rTε
at x̄ for ū. As discussed in Remark 4.4, this allows us to obtain both conclusions (a) and (b) in
Theorem 4.3 for the generalized equation in (4.13). Thus, I + rTε is metrically regular at x̄ for
ū if and only if the solution mapping to (4.14) has a Lipschitz continuous localization around ū
for x̄, which is C1 in a neighborhood of ū. Since we already showed that I + rTε is metrically
regular at x̄ for ū, and since the solution mapping to (4.14) is prox rϕ on Ur, we can conclude
by shrinking Ur if necessary that prox rϕ is C1 in a neighborhood of ū. This completes the proof
of the implication (c) =⇒ (a).

To justify the opposite implication, assume that (a) holds. Pick r ∈ (0, 1/ρ) and set h :=
prox rϕ. Since h is C1 in a neighborhood of x̄+ rv̄, we conclude from [27, Proposition 3.1] that
Tgphh(x̄+ rv̄, ȳ) with ȳ := h(x̄+ rv̄) is a linear subspace. It follows from (4.10) that

Dh(x̄+ rv̄) =
(
I + rD(∂ϕ)(x̄, v̄)

)−1
; (4.15)

see the proof of [26, Exercise 12.64] for a similar result. This formula implies that

(w, q) ∈ Tgph ∂ϕ(x̄, v̄) ⇐⇒ (w + rq, w) ∈ Tgphh(x̄+ rv̄, ȳ).

Thus Tgph ∂ϕ(x̄, v̄) is a linear subspace since Tgphh(x̄+rv̄, ȳ) has this property. By Tgph ∂ϕ(x̄, v̄) =
gphD(∂ϕ)(x̄, v̄), we conclude that domD(∂ϕ)(x̄, v̄) is a linear subspace. We know from [13,
Theorem 7.2] that domD(∂ϕ)(x̄, v̄) = Kϕ(x̄, v̄) and from (2.22) that Kϕ(x̄, v̄) = N∂ϕ(x̄)(v̄).
This, combined with Kϕ(x̄, v̄) being a linear subspace, tells us that v̄ ∈ ri ∂ϕ(x̄) and hence
proves (c). The equivalence of (a) and (b) results from the identity in (4.12). This completes
the proof.

23



It is important to mention that a characterization of continuous differentiability of the prox-
imal mapping of prox-regular functions, which encompass the composite function ϕ in (1.1), was
achieved in [23, Theorem 4.4] under a rather restrictive assumption that x̄, in the notation of
Theorem 4.7, must be a global minimum of ϕ. This forces us to just deal with the case that
v̄ = 0. Our new approach, which stems from the equivalence of metric regularity and strong
metric regularity for generalized equations at their nondegenerate solutions, allows us to drop
the latter restriction. Note also that the given characterization in [23] does not go far enough
to provide a characterization of continuous differentiability of the proximal mapping via the
relative interior condition in Theorem 4.7(b).

Continuous differentiability of the projection mapping to prox-regular sets in Hilbert spaces
was studied recently in [3] by extending the approach, pioneered by Holmes in [8] for convex
sets in Hilbert spaces. His main result, [8, Theorem 2], states that if Ω ⊂ IRd is a closed convex
set, x ∈ IRd, the boundary of Ω is a C2 smooth manifold around y = PΩ(x), then the projection
mapping PΩ is C1 in a neighborhood of the open normal ray {y+ t(x− y)| t > 0}. It was shown
in [3, Theorem 2.4] that under a similar assumption with convexity replaced by prox-regularity,
one can find ρ > 0 such that a similar result holds for PΩ in a neighborhood of the open normal
ray {y + t(x − y)| t ∈ (0, 1/ρ)}. Holmes’s result in [8] and its extension in [3] require that
the boundary of the set under consideration be a C2 smooth manifold, a condition which is
not needed in our approach. Moreover, we were able to provide a characterization of continuous
differentiability of the proximal mapping of functions, which goes beyond the projection mapping
onto sets. The price we paid is that our framework is narrower than [3] and that we assume the
space under consideration is finite dimensional. As we show in our subsequent paper, the main
driving force behind finding a characterization of continuous differentiability of prox-regular sets
in a finite dimensional space is strict proto-differentiability, which is equivalent to the relative
interior condition in Theorem 4.7(b) when we are dealing with a set with the representation
(3.13).

Next, we are going to present a characterization of continuous differentiability of the projec-
tion mapping to Θ, where Θ is defined by (3.13). In this case, it is not hard to see from (2.10)
that the SOQC in (2.9) boils down to

span
{
NC(Φ(x̄))

}
∩ ker∇Φ(x̄)∗ = {0} (4.16)

with the polyhedral convex set C taken from (3.13).

Corollary 4.8. Assume that Θ is a subset of IRn and x̄ ∈ Θ with the representation (3.13)
around x̄ and that v̄ ∈ NΘ(x̄) and the condition (4.16) holds at x̄. Then the following conditions
are equivalent:

(a) there exists a positive constant ρ such that for any r ∈ (0, 1/ρ), the projection mapping PΘ

is C1 in a neighborhood of x̄+ rv̄;
(b) there exists a positive constant ρ such that for any r ∈ (0, 1/ρ), the function x 7→ dist(x,Θ)2

is C2 in a neighborhood of x̄+ rv̄;
(c) v̄ ∈ riNΘ(x̄).

Proof. This results from Theorem 4.7 by setting ϕ = δΘ therein. Note that δΘ is clearly
prox-bounded, which is required in Theorem 4.7.

An important example of the set Θ with the representation (3.13) around x̄ that satisfies
(4.16) is C2 smooth manifolds. This happens when the polyhedral convex set C in (3.13) is
{0} with 0 ∈ IRm. Observe from Example 2.1(b) that the condition (4.16) amounts to ∇Φ(x̄)
having full rank when Θ is a C2 smooth manifold. In this case, the relative interior condition
v̄ ∈ riNΘ(x̄) automatically holds since we have NΘ(x̄) = rge∇Φ(x̄)∗. By Corollary 4.8, we can
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find a positive constant ρ such that for any r ∈ (0, 1/ρ), the projection mapping PΘ is always
C1 in a neighborhood of x̄ + rv̄ whenever v̄ ∈ NΘ(x̄) = rge∇Φ(x̄)∗. In particular, when v̄ = 0,
we deduce from (3.11) and Proposition 2.6(b) that

DNΘ(x̄, v̄) = NKΘ(x̄,v̄) = NTΘ(x̄),

where the last equality results from v̄ = 0 and the definition of the critical cone of Θ. This,
together with (4.15), tells us that

∇PΘ(x̄) = DPΘ(x̄) = (I +NTΘ(x̄))
−1 = PTΘ(x̄).

This formula and continuous differentiability of PΘ for a C2 smooth manifold Θ at any point
x̄ ∈ Θ were observed before in [11, Lemma 2.1], which is a special case of Corollary 4.8 for a C2

smooth manifold Θ with v̄ = 0.
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[28] R. T. Rockafellar, First- and second-order epi-differentiability in nonlinear program-
ming, Trans. Amer. Math. Soc. 307 (1988), 75–108.

26



[29] R. T. Rockafellar, Generalized second derivatives of convex functions and saddle func-
tions, Trans. Amer. Math. Soc. 322 (1990), 51–77.

[30] R. T. Rockafellar, Variational Convexity and The Local Monotonicity of Subgradient
Mappings, Vietnam Journal of Math. 47 (2019), 547–561.

[31] R. T. Rockafellar, Augmented Lagrangians and hidden convexity in sufficient conditions
for local optimality. Math. Program. (2022). doi.org/10.1007/s10107-022-01768-w

[32] M. E. Sarabi, Primal superlinear convergence of SQP methods for piecewise linear-
quadratic composite optimization problems, Set-Valued Var. Anal., 30 (2022), 1–37.

27

doi.org/10.1007/s10107-022-01768-w

	Introduction
	Notation and Preliminary Results
	Chain Rule for Strict Twice Epi-Differentiability
	Stability Properties of Generalized Equations

