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Abstract

It is well-known that hyperbolic flows admit Markov partitions of

arbitrarily small size. However, the constructions of Markov parti-

tions for general hyperbolic flows are very abstract and not easy to

understand. To establish a more detailed understanding of Markov

partitions, in this paper we consider the geodesic flow on Riemann

surfaces of constant negative curvature. We provide a rigorous con-

struction of Markov partitions for this hyperbolic flow with explicit

forms of rectangles and local cross sections. The local product struc-

ture is also calculated in detail.

Keywords: Markov partitions; Symbolic dynamics; Geodesic flows; Con-

stant negative curvatures

1 Introduction

Symbolic dynamics has had a great history development and is a very useful

method to study general dynamical systems. Instead of working on gen-

eral dynamical systems, one can consider respective symbolic systems via
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symbolic dynamics. The symbolic dynamics of a dynamical system is con-

structed from Markov partitions, which have been attracting a lot of math-

ematicians. In 1967, a Markov partition for hyperbolic diffeomorphisms on

2-torus was constructed by Adler and Weiss in [1]. Then Sinai [22, 21] used

successive approximations to construct a Markov partition for arbitrary C-

diffeomorphisms. Bowen [4] used Sinai’s method to give a construction of

Markov partitions for Smale’s Axiom A diffeomorphisms with the help of

Smale’s Spectral Decomposition Theorem in [23]. In the case of C-flows on

three-dimensional manifolds, a construction of Markov partitions was given

by Ratner [19]. The author also introduced a Markov partition for transitive

Anosov flows (so-called C-flows) on n-dimensional manifolds [20]. In 1973,

Bowen modified and generalized the construction in [4] to have a Markov

partition for C1-hyperbolic flows in [5], which has become a classic reference.

Pollicott [12] then constructed symbolic dynamics for Smale flows, which is a

class of continuous flows on metric spaces provided a local product structure.

The result generalizes Bowen’s construction of symbolic dynamics for C1-

hyperbolic flows in [5]. The problem is that all the constructions of Markov

partitions mentioned above are very abstract and not easy to understand.

Pollicott and Sharp have found symbolic dynamics very useful in counting

closed orbits for hyperbolic flows [17] and presenting asymptotic estimates

for pairs of closed geodesics whose length differences lie in a prescribed fam-

ily of shrinking intervals [16]; see also [14, 15] for other applications. Under

supervision of Knieper, Bieder in his PhD thesis [3] used symbolic dynam-

ics to construct partner orbits for hyperbolic flows. The purpose of con-

struction of symbolic dynamics is to prove that a hyperbolic flow is semi-

conjugated to a hyperbolic symbolic flow, in which the symbolic dynamics

must be constructed from a Markov partition. A Markov partition is fam-

ily of rectangles satisfying the Markov property. Then one can associate

to a hyperbolic flow a mixing subshift of finite type σ : Λ → Λ and a

Hölder continuous function r : Λ → R such that, with at most a finite num-

ber of exceptions, the prime periodic orbit {x, σx, ..., σk−1x} corresponds

to the prime periodic orbit γ whose word length and length are given by

|γ| = k and lγ = rk(x) = r(x) + r(σx) + · · · + r(σk−1x), respectively; where

Λ = {x = (xn)
∞
n=−∞ : A(xn, xn+1) = 1,∀n ∈ Z}, A is the corresponding

adjacency matrix with entries 0 or 1 of the Markov partition and xn are the

symbols of rectangles in the Markov partition. Thus instead of working on
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the original hyperbolic flow, this viewpoint offers several advantages.

The main tool for the construction of the hyperbolic symbolic flow is

the existence of a Markov partition for a basic set. However, for general

hyperbolic flows, Markov partitions are not explicit and their constructions

are not easy to understand as mentioned above. For instance, there are

several results in [5] which need to be carefully verified. To establish a more

detailed understanding of Markov partitions, in this paper we consider a

concrete hyperbolic dynamical system, namely the geodesic flow on compact

Riemann surfaces of constant negative curvature. We introduce explicit forms

of rectangles as well as local cross sections. This leads to a more explicit

and intuitive Markov partition for the system. Coordinalization of Poincaré

sections helps us calculate the local product structure in detail and prove

the existence of a pre-Markov partition. Especially, we even could somewhat

simplify [5], in that we do not need several of the lemmas in this work. In

addition, all important results in [5] in relevant to Markov partitions are

rigorously verified.

The paper is organized as follows. In the next section, we give an intro-

duction to the theory of the geodesic flow on compact factors of the hyper-

bolic plane with auxiliary results that will be used in this paper. Section 3

studies local product structure of the flow with specific calculations. Section

4 presents explicit forms of local cross sections and rectangles. Expansivity

of the flow is studied in Section 5. The final section provides a rigorous

construction of Markov partitions for the flow.

2 The geodesic flow on compact factors of the

hyperbolic plane

We consider the geodesic flow on compact Riemann surfaces of constant

negative curvature. It is well-known that any compact orientable surface

with a metric of constant negative curvature is isometric to a factor Γ\H2,

where H2 = {z = x + iy ∈ C : y > 0} is the hyperbolic plane endowed

with the hyperbolic metric ds2 = dx2+dy2

y2
and Γ is a discrete subgroup of

the projective Lie group PSL(2,R) = SL(2,R)/{±E2}; here SL(2,R) is the
group of all real 2 × 2 matrices with unity determinant, and E2 denotes

the unit matrix. The group PSL(2,R) acts transitively on H2 by Möbius
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transformations z 7→ az+b
cz+d

. If the action is free (of fixed points), then the

factor Γ\H2 has a Riemann surface structure. Such a surface is a closed

Riemann surface of genus at least 2 and has the hyperbolic plane H2 as the

universal covering. The geodesic flow (φX
t )t∈R on the unit tangent bundle

X = T 1(Γ\H2) goes along the unit speed geodesics on Γ\H2.

On the other hand, the unit tangent bundle T 1(Γ\H2) is isometric to the

quotient space Γ\PSL(2,R) = {Γg, g ∈ PSL(2,R)}, which is the system of

right co-sets of Γ in PSL(2,R), by an isometry Ξ. Then the geodesic flow

(φX
t )t∈R can be equivalently described as the natural ‘quotient flow’

φX
t (Γg) = Γgat (2.1)

on X = Γ\PSL(2,R) associated to the flow ϕt(g) = gat on PSL(2,R) by the

conjugate relation

φX
t = Ξ−1 ◦ φX

t ◦ Ξ for all t ∈ R.

Here at ∈ PSL(2,R) denotes the equivalence class obtained from the matrix

At =
(

et/2 0

0 e−t/2

)
∈ SL(2,R).

There are some more advantages to work on X = Γ\PSL(2,R) rather

than on X = T 1(Γ\H2). One can calculate explicitly the stable and unstable

manifolds at a point x to be

W s
X(x) = {θXt (x), t ∈ R} and W u

X(x) = {ηXt (x), t ∈ R}, (2.2)

where (θXt )t∈R and (ηXt )t∈R are the stable horocycle flow and unstable horocy-

cle flow defined by θXt (Γg) = Γgbt and ηXt (Γg) = Γgct; here bt, ct ∈ PSL(2,R)
denote the equivalence classes obtained from Bt =

( 1 t
0 1

)
, Ct =

( 1 0
t 1

)
∈

SL(2,R). The flow (φX
t )t∈R is hyperbolic, that is, for every x ∈ X there

exists an orthogonal and (φX
t )t∈R-stable splitting of the tangent space TxX

TxX = E0(x)⊕ Es(x)⊕ Eu(x)

such that the differential of the flow (φX
t )t∈R is uniformly expanding on Eu(x),

uniformly contracting onEs(x) and isometric on E0(x) = span
{

d
dt
φX
t (x)|t=0

}
.

One can choose

Es(x) = span
{ d

dt
θXt (x)

∣∣∣
t=0

}
and Eu(x) = span

{ d

dt
ηXt (x)

∣∣∣
t=0

}
.
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General references for this section are [2, 7, 11], and these works may

be consulted for the proofs to all results which are stated above. In what

follows, we will drop the superscript X from (φX
t )t∈R, (θ

X
t )t∈R, (η

X
t )t∈R to

simplify notation.

2.1 Distance on Γ\PSL(2,R)
Lemma 2.1. There is a natural Riemannian metric on G = PSL(2,R) such
that the induced metric function dG is left-invariant under G and

dG(at, e) =
1√
2
|t|, dG(bt, e) ≤ |t|, dG(ct, e) ≤ |t| for all t ∈ R,

where e = π(E2) is the unity of G.

See [7, Subsection 9.3] for more details.

We define a metric function dX on X = Γ\PSL(2,R) by

dX(x1, x2) = inf
γ1,γ2∈Γ

dG(γ1g1, γ2g2) = inf
γ∈Γ

dG(g1, γg2), (2.3)

where x1 = Γg1, x2 = Γg2. In fact, if X is compact, one can prove that the

infimum is a minimum:

dX(x1, x2) = min
γ∈Γ

dG(g1, γg2).

Lemma 2.2. For any x ∈ X and t, s ∈ R, one has

dX(φt(x), φs(x)) ≤
1√
2
|t− s|.

Proof. Suppose x = Γg for some g ∈ PSL(2,R), then

dX(φt(x), φs(x)) = dX(Γgat,Γgas) ≤ dG(gat, gas)

= dG(at, as) = dG(at−s, e) =
1√
2
|t− s|.

It is well-known that the Riemann surface Γ\H2 is compact if and only

if the quotient space X = Γ\PSL(2,R) is compact. It is possible to derive a

uniform lower bound on dG(g, γg) for g ∈ PSL(2,R) and γ ∈ Γ \ {e}.
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Lemma 2.3. If the space X = Γ\PSL(2,R) is compact, then there exists

0 < σ∗ < 1 such that

dG(γg, g) > σ∗ for all γ ∈ Γ \ {e}.

The number σ∗ is called an injectivity radius. See [18, Lemma 1, p. 237]

for a similar result on Γ\H2.

2.2 Poincaré sections

Definition 2.4 (Poincaré section). Let x ∈ X and ε > 0. The (closed)

Poincaré section of radius ε at x is defined by

Pε(x) = {(θs ◦ ηu)(x) : |u| ≤ ε, |s| ≤ ε} = {Γgcubs : |u| ≤ ε, |s| ≤ ε},

where g ∈ G is such that x = Γg; see Figure 2 (a) for an illustration.

Another version of Poincaré section is

P̃ε(x) = {(ηu ◦ θs)(x) : |u| ≤ ε, |s| ≤ ε} = {Γgbscu : |s| ≤ ε, |u| ≤ ε}.

Note that both sets do not depend on the choice of g ∈ G such that

x = Γg. Similarly to open Poincaré sections in [9] one can coordinalize

Poincaré sections in the case that the radius is small enough.

Lemma 2.5. Let X be compact, ε ∈ (0, σ∗/4), and x = Γg for g ∈ G.

(a) For every y ∈ Pε(x) there exists a unique couple (u, s) ∈ [−ε, ε] × [−ε, ε]

such that y = Γgcubs. Then we write y = (u, s)x.

(b) For every y ∈ P̃ε(x) there exists a unique couple (s, u) ∈ [−ε, ε] × [−ε, ε]

such that y = Γgbscu. Then we write y = (s, u)′x.

See [9, Lemma 2.1] for a proof.

2.3 Some auxiliary results

Lemma 2.6. Let g = [G] ∈ PSL(2,R) for G =
( a b

c d

)
∈ SL(2,R).

(a) If a ̸= 0, then g = cubsat for

t = 2 ln |a|, s = ab, u =
c

a
. (2.4)
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(b) If d ̸= 0, then g = atbscu for

t = −2 ln |d|, s = d, u =
c

d
.

See [8, Lemma 2.3] for a proof of (a). A similar argument can be applied

for (b).

Lemma 2.7. For every ε > 0 there is δ = δ(ε) > 0 with the following

property. If g ∈ PSL(2,R) is such that dG(g, e) < δ, then there are

G =

(
g11 g12
g21 g22

)
∈ SL(2,R)

satisfying g = π(G) and |g11 − 1|+ |g12|+ |g21|+ |g22 − 1| < ε.

See [8, Lemma 2.17] for a proof.

Lemma 2.8. For every ε > 0, there exists ρ = ρ(ε) > 0 with the following

property. For x = Γg, z = Γgcubs with |s|, |u| < σ∗/8 and L > 0. Then

(a) if dX(φt(x), φt(z)) < 3ρ for t ∈ [−L, 0], then |s| < εe−T ;

(b) if dX(φt(x), φt(z)) < 3ρ for t ∈ [0, L], then |u| < εe−T .

See [9, Theorem 2.1] for a proof.

3 Local product structure

In this section we construct local product structure for the system. We

use explicit forms of (local) stable and unstable manifolds to calculate local

product structure in detail.

Definition 3.1. Let x ∈ X and ε > 0. The local stable and local unstable

manifold at x are given by

W s
ε (x) = {θs(x) : |s| < ε} = {Γgbs : |s| < ε}

and

W u
ε (x) = {ηu(x) : |u| < ε} = {Γgcu : |u| < ε}.
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Note that both sets are independent of the choice of g ∈ PSL(2,R) such
that x = Γg. We also need the notion of local weak-stable and local weak-

unstable manifold:

Wws
ε (x) = {Γgatbs : |t| < ε, |s| < ε},

Wwu
ε (x) = {Γgatcu : |t| < ε, |u| < ε}.

Lemma 3.2. Let ε ∈ (0, σ∗/5). There exists a δ = δ(ε) > 0 with the following

property. If x, y ∈ X satisfy dX(x, y) < δ, then the intersection

Wws
ε (x) ∩W u

ε (y)

consists of a unique point, and furthermore the intersection

Wwu
ε (x) ∩W s

ε (y)

consists of a unique point.

Proof. We prove the first assertion only. In order to show that such a z ∈
Wws

ε (x) ∩W u
ε (y) does exist, note that according to Lemma 2.7 there is δ =

δ(ε) > 0 so that the following holds. If u ∈ G and dG(u, e) < δ, then there is

A =

(
a b

c d

)
∈ SL(2,R) (3.5)

such that u = π(A) and |a− 1|+ |b|+ |c|+ |d− 1| < min{1
2
, ε
4
}. Fix x, y ∈ X

with dX(x, y) < δ. Let g ∈ G and h ∈ G satisfy x = Γg and y = Γh as well

as dX(x, y) = dG(g, h). Then

dG(g
−1h, e) = dG(g, h) = dX(x, y) < δ,

and hence there is A ∈ SL(2,R) as in (3.5) such that g−1h = [A] and |a −
1| + |b| + |c| + |d − 1| < min{1

2
, ε
4
}; then in particular d ∈ [1/2, 3/2] holds.

We can write g−1h = atbscu for

t = −2 ln d, s = bd, u =
c

d
.

Then hc−u = gatbs and also |t| = 2| ln d| ≤ 4|d − 1| < ε due to | ln(1 +

z)| ≤ 2|z| for |z| ≤ 1/2. Furthermore, |s| = |b||d| ≤ 2|b| < ε/2 and |u| =
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|c|
|d| ≤ 2|c| < ε/2. Therefore if we put z = Γgatbs = Γhc−u ∈ X, then

z ∈ Wws
ε (x) ∩ W u

ε (y). It remains to prove that the intersection point is

unique. To establish this assertion, suppose that also z′ ∈ Wws
ε (x) ∩W u

ε (y).

Then z′ = Γgat′bs′ = Γhc−u′ for some |t′|, |s′|, |u′| < ε. Hence Γhcuatbs =

Γg = Γhcu′at′bs′ , which means that hcuatbs = γhcu′at′bs′ for an appropriate

element γ ∈ Γ. This yields

dG(γhcu′at′bs′ , hcu′at′bs′) = dG(hcuatbs, hcu′at′bs′) = dG(cuatbs, cu′at′bs′)

≤ dG(cuatbs, e) + dG(cu′at′bs′ , e)

≤ |u|+ 1√
2
|t|+ |s|+ |u′|+ 1√

2
|t′|+ |s′| < 5ε < σ∗.

From the property of σ∗ we deduce that γ = e and therefore cuatbs = cu′at′bs′ .

Multiplying out the matrices we obtain u = u′, t = t′, and s = s′, and

accordingly z = Γgb−s = Γgb−s′ = z′.

Corollary 3.3 (Local product structure). Let ε ∈ (0, σ∗/5). There exists

a positive number δ = δ(ε) with the following property. If x, y ∈ X and

dX(x, y) ≤ δ, then there is a unique v = v(x, y) ∈ R, |v| ≤ ε such that

W s
ε (φv(x)) ∩W u

ε (y) ̸= ∅.

More precisely, the intersection is a single point, denoted by ⟨x, y⟩. Further-
more, the map ⟨·, ·⟩ is continuous on {(x, y) ∈ X ×X : dX(x, y) < δ}.

Proof. Let ε ∈ (0, σ∗/5) and let δ = δ(ε) be as in Lemma 3.2. Let x, y ∈ X

be such that dX(x, y) < δ. Then Wws
ε (x) ∩W u

ε (y) ̸= ∅, i.e., if x = Γg and

y = Γh, then there are s, v, u ∈ (−ε, ε) such that Γgavbs = Γhcu. Since

φv(x) = Γgav we have

W s
ε (φv(x)) = {Γgavbs′ : |s′| < ε},

and hence Γgatbs = Γhcu ∈ W s
ε (φv(x))∩W u

ε (y). If alsoW
s
ε (φv′(x))∩W u

ε (y) ̸=
∅ for some |v′| < ε, then Γgav′bs′ = Γhcu′ for appropriate |s′|, |u′| < ε. From

Lemma 3.2 we obtain v = v′, s = s′, and u = u′, so that v is unique. That

the intersection is a single point also follows from Lemma 3.2; see Figure 1

for an illustration. The last assertion is obvious.

Fix ε ∈ (0, σ∗/5) and let δ1 = δ(ε) from Corollary 3.3 above. Define

δ2 = min{δ( δ1
3
), δ1

3
}. We also have a similar result to [4, Lemma 6].
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y

W
s
ε
(x)

W u
ε (y)

x

W
s
ε
(ϕv(

x))

〈x, y〉

ϕv(x)

W
s
ε
(ϕv(x

))

〈x, y〉

Figure 1: Local product structure

Lemma 3.4. Let x, y, z, w ∈ X be such that diam {x, y, z, w} < δ2. Then

(a) ⟨⟨x, y⟩, z⟩ = ⟨x, ⟨y, z⟩⟩ = ⟨x, z⟩;
(b) ⟨⟨x, y⟩, ⟨z, w⟩⟩ = ⟨x,w⟩.

Proof. For x, y, z, w ∈ X, we first check that all the notations make sense if

diam {x, y, z, w} < δ2. Obviously ⟨a, b⟩ makes sense for all a, b ∈ {x, y, z, w}.
Write y = Γg and w = Γh for g, h ∈ PSL(2,R). By the proof of Lemma 3.2,

⟨x, y⟩ = Γgcu1 for some |u1| < δ1/3 and ⟨z, w⟩ = Γhcu2 for some |u2| < δ1/3.

Then

dX(⟨x, y⟩, z) = dX(Γgcu1 , z) ≤ dX(Γgcu1 ,Γg) + dX(y, z)

≤ |u1|+ dX(y, z) < δ1/3 + δ1/3 < δ1

so ⟨⟨x, y⟩, z⟩ makes sense. Similarly, ⟨x, ⟨y, z⟩⟩ also makes sense. Next,

dX(⟨x, y⟩, ⟨z, w⟩) = dX(Γgcu1 ,Γhcu2) ≤ dX(Γgcu1 ,Γg) + dX(y, w) + dX(Γh,Γhcu2)

< |u1|+ δ1/3 + |u2| < δ1

and hence ⟨⟨x, y⟩, ⟨z, w⟩⟩ also makes sense.

(a) Note that if x′ ∈ Wws
δ1
3

(x), then Wws
δ1
3

(x′) ⊂ Wws
δ1

(x) and if z′ ∈ W u
δ1
3

(z),

then W u
δ1
3

(z′) ⊂ W u
2δ1
3

(z). By Lemma 3.2, ⟨x, y⟩ ∈ Wws
δ1
3

(x) and

⟨⟨x, y⟩, z⟩ ∈ Wws
δ1
3

(⟨x, y⟩) ∩W u
δ1
3

(z) ∈ Wws
δ1

(x) ∩W u
δ1
(z) = ⟨x, z⟩.

Similarly, ⟨y, z⟩ ∈ W u
ε (z) implies

⟨x, ⟨y, z⟩⟩ ∈ Wws
δ1
3

(x) ∩W u
δ1
3

(⟨y, z⟩) ∈ Wws
δ1
3

(x) ∩W u
2δ1
3

(z) = ⟨x, z⟩.
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(b) Applying (a), we have ⟨⟨x, y⟩, ⟨z, w⟩⟩ = ⟨⟨x, y⟩, w⟩ = ⟨x,w⟩.

4 Local cross sections and rectangles

This section deals with rectangles included in Poincaré sections. We intro-

duce explicit forms of rectangles that leads to more explicit Markov partition

afterwards.

4.1 Local cross sections

Definition 4.1 (Local cross section). A set S ⊂ X is called a cross section

of time ε > 0 for the flow (φt)t∈R if

(a) S is closed;

(b) S ∩ φ[−ε,ε](x) = {x} for all x ∈ S.

See Figure 2 (a) for an illustration.

x

S

ϕt(x)ϕt(x)
x

Pε(z)

W u
ε (x)

W
s
ε
(x)

(b)(a)

Figure 2: (a) Local cross section, (b) Poincaré section

We consider an example of local cross sections.

Lemma 4.2. Let ε > 0, α > 0 be such that 4ε+2α < σ∗ and let z = Γg ∈ X.

The closed Poincaré sections

Pε(z) = {Γgcubs, |u| ≤ ε, |s| ≤ ε}
P̃ε(z) = {Γgbscu, |s| ≤ ε, |u| ≤ ε}

are local cross sections of time α and with diameters at most 4ε.
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Proof. Obviously, Pε(z) is closed. Note that

Q := φ[−ε,ε](Pε(z)) = {Γgcubsat, |u| ≤ ε, |s| ≤ ε, |t| ≤ α}.

In order to verify Assumption (b), we check that every point x ∈ Q has a

unique triple (u, s, t) ∈ [−ε, ε]2× [−α, α] such that x = Γgcubsat. To show its

uniqueness, suppose that z = Γg1 = Γg2 and x = Γg1bs1cu1at1 = Γg2bs2cu2at2
for g1, g2 ∈ G and (ui, si, ti) ∈ [−ε, ε]2 × [−α, α]. Then there are γ, γ′ ∈ Γ

such that

γg1 = g2 and γ′g1cu1bs1at1 = g2cu2bs2at2 .

Therefore,

dG(γ
−1γ′g1cu1bs1 , g1cu1bs1)

= dG(γ
−1g2cu2bs2at2−t1 , g1c1bs1) = dG(g1cu2bs2at2−t1 , g1cu1bs1)

= dG(cu2−u1bs2at2−t1 , bs1) ≤ dG(cu2−u1bs2at2−t1 , e) + dG(bs1 , e)

≤ |u2 − u1|+ |s2|+ |t2 − t1|+ |s1| < 4ε+ 2α < σ∗.

From the property of σ∗, this implies that γ−1γ′ = e, so that γ = γ′. Then

g2cu2bs2at2 = γg1cu1bs1at1 = g2cu1bs1at1 yields cu1bs1at1 = cu2bs2at2 , and con-

sequently u2 = u1, s2 = s1, t2 = t1 by considering matrices. This leads to

φ[−α,α](x) ∩ Pε(z) = {x} and hence Pε(z) is a local cross section of time ε.

For the last assertion, if x = Γgcuxbsx , y = Γgcuybsy ∈ Pε(z), then

dX(x, y) ≤ dG(cuxbsx , cuybsy) ≤ |ux|+ |sx|+ |uy|+ |sy| ≤ 4ε

shows diamPε(z) ≤ 4ε. The same argument can be applied for P̃ε(z).

By the same manner as in the previous proof, it follows the next result.

Proposition 4.3. (a) Let u > 0, s > 0 and α > 0 be such that 2u+2s+α <

σ∗ and let z = Γg ∈ X. The sets

P u
s (z) = {Γgcubs, |u| ≤ u, |s| ≤ s}, P̃ s

u (z) = {Γgbscu, |s| ≤ s, |u| ≤ u}

are local cross sections of time α and with diameters at most 2(u+ s).

(b) Let ε > 0, α > 0, τ ∈ R be such that 2ε(eτ + e−τ ) + α < σ∗ and let

z = Γg ∈ X. The sets

φτ (Pε(z)) = {Γgaτcueτ bse−τ : |u| ≤ ε, |s| ≤ ε} = P εeτ

εe−τ (φτ (z)),
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φτ (P̃ε(z)) = {Γgaτbse−τ cueτ : |s| ≤ ε, |u| ≤ ε} = P̃ εeτ

εe−τ (φτ (z))

are local cross sections of time α and with diameters at most 2ε(eτ + e−τ ).

For a general flow, the following result is not obvious, see [24]. However,

for the geodesic flow on compact factors of the hyperbolic plane, it is quite

simple.

Proposition 4.4. For x ∈ X, there is a local cross section Sx of time νx > 0

so that x ∈ intSx.

Proof. We can choose Sx = Pνx(x) = {Γgcubs : |s|, |u| ≤ νx} for νx ∈
(0, σ∗/6); see Lemma 4.2.

It is clear that if S is a local cross section of time ε, then S × [−α, α] is

homeomorphic with the compact set φ[−α,α](S).

Definition 4.5 (Projection map). Let S be a local cross section of time α.

The map

prS : φ[−α,α](S) → S, prS(φt(x)) = x for all t ∈ [−α, α]

is called the projection map to S.

Let ε ∈ (0, σ∗/6) and δ = δ(ε) be as in Corollary 3.3. If D is a local cross

section of time ε and T ⊂ D is a closed set such that diamT < δ and diamT

and d(T, ∂D) > 0. We assume that prD(⟨x, y⟩) do exist for all x, y ∈ T . We

define

⟨·, ·⟩D : T × T −→ D, ⟨x, y⟩D = prD(⟨x, y⟩). (4.6)

See Figure 3 for an illustration. It is worth mentioning that ⟨x, y⟩D ∈ D and

may not be in T and ⟨·, ·⟩D : T × T → D is continuous.

From now on, we fix ε ∈ (0, σ∗/5) and δ = δ(ε) be from Corollary 3.3.

The next result determines ⟨x, y⟩D precisely.

Lemma 4.6. Let D = P2α(z) and T = Pα/4(z) for α ∈ (0, δ) and z = Γg ∈
X. If x = Γgcuxbsx , y = Γgcuybsy ∈ T , then

⟨x, y⟩ = Γgcuxbsx+sav = Γhcuybsycu, ⟨x, y⟩D = Γgcuxbsw = Γgcuybsycua−v ∈ D,
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where s, u, v, sw are defined by

s = (sy − sx − sxsy(uy − ux))(1 + (uy − ux)sy), u =
ux − uy

1 + (uy − ux)sy
,

v = −2 ln(1 + (uy − ux)sy), sw =
sy

1 + (uy − ux)sy
.

(4.7)

Proof. Since diamT ≤ α < δ, ⟨x, y⟩ do exist for all x, y ∈ T . First we have

B−sxCuy−uxBsy =

(
1− (uy − xx)sy sx − sx − sxsy(uy − ux)

uy − ux 1 + (uy − ux)sy

)
and π(B−sxCuy−uxBsy) = b−sxcuy−uxbsy = (cuxbsx)

−1cuybsy . Let s, u, v, sw be

defined by (4.7). Then s, u, v, sw ∈ [−ε, ε]. By Lemma 2.6 (b), b−sxcuy−uxbsy =

avbsc−u. This implies Γgcuxbsxavbs = Γgcuybsycu ∈ W s
ε (φv(x)) ∩ W u

ε (y) =

⟨x, y⟩. Furthermore, ⟨x, y⟩ = Γgcuxbsxssevav = Γgcuxbswav after a short cal-

culation. Consequently, φ−v(⟨x, y⟩) = Γgcuybsycua−v = Γgcuxbsw ∈ D yields

⟨x, y⟩D = Γgcuxbsw = Γgcuybsycua−v, proving the lemma.

4.2 Rectangles

In this subsection, we fix ε∗ ∈ (0, σ∗/5) and δ∗ = δ(ε∗) from Corollary 3.3.

It was mentioned in the last subsection that for a local cross section D

and R ⊂ D, if x, y ∈ R then ⟨x, y⟩D may not be in R.

Definition 4.7 (Rectangle). Let D be a local cross section and diamD < δ.

A subset ∅ ̸= R ⊂ D is called a rectangle if

(R1) R is closed in D;

(R2) ⟨x, y⟩D ∈ R for all x, y ∈ R.

See Figure 3 for an illustration. In the case that R is a rectangle, for

x, y ∈ R we can write ⟨x, y⟩R for ⟨x, y⟩D since it does not depend on D.

Remark 4.8. (a) If R1 ⊂ D1 and R2 ⊂ D2 are rectangles and R1 ∩R2 ̸= ∅,

then R1 ∩R2 is a rectangle.

(b) If R ⊂ D is a rectangle, then so is φτ (R) for appropriately small τ ∈ R.
Indeed, assume that x, y ∈ φτ (R). Then x = φτ (x

′) and y = φτ (y
′) for
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W u
ε (y)

W s
ε (ϕv(x))

〈x, y〉D x

〈x, y〉

y

D

R

ϕv(x)

Figure 3: Rectangle R in local cross section D

x′, y′ ∈ R. Write x′ = Γg and y′ = Γh. Assume that ⟨x′, y′⟩ = Γgavbs = Γhcu
for some small numbers v, s, u ∈ R. Then ⟨x, y⟩ = Γgaτav′bs′ = Γhaτcu′ with

v′ = v, s′ = se−τ and u′ = ueτ . This yields ⟨x, y⟩ = Γgavbsaτ = φτ (⟨x′, y′⟩).
If φλ(⟨x′, y′⟩) = ⟨x′, y′⟩R ∈ R, then φλ(⟨x, y⟩) = φτ (φλ(⟨x′, y′⟩)) ∈ φτ (R)

implies that φλ(⟨x, y⟩) = ⟨x, y⟩φτ (R) ∈ φτ (R). ♢

The next result gives us an explicit example of rectangles; see Figure 4

for an illustration.

u

s

−ε

ε

−ε

εz

Figure 4: Rectangle Sε(z)

Proposition 4.9 (Rectangle). Let ε ∈ (0, 1) be such that ε
1−ε2

∈ (0, δ∗/4)

and z ∈ X. The sets

Sε(z) =
{
Γgcubs : u ∈ [−ε, ε], s =

s′

1− us′
for some s′ ∈ [−ε, ε]

}
,
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Tε(z) =
{
Γgbscu : s ∈ [−ε, ε], u =

u′

1− su′ for some u′ ∈ [−ε, ε]
}

are rectangles, where g ∈ PSL(2,R) is such that z = Γg.

Proof. We only prove for S := Sε(z) ⊂ P2ε(z) =: P . Note that from the

assumption, diamS < δ2. Take x = Γgcuxbsx , y = Γgcuybsy ∈ S. Then

⟨x, y⟩ = W s
ε (φv(x)) ∩W u

ε (y) = Γgcuxbsxavbs = Γgcuybsycu with

v = −2 ln(1 + (uy − ux)sy), s = (sy − sx − (uy − ux)sxsy)(1 + (uy − ux)sy),

u =
uy − ux

1 + (uy − ux)sy
.

Rewriting ⟨x, y⟩ = Γgcuxbsxavbs = Γgcuxbsx+sevav implies that ⟨x, y⟩P =

Γgcuxbsx+sev . We need to verify Γgcuxbsx+sev ∈ S. A short calculation shows

that sx + sev = sy
1+(uy−ux)sy

=
s′y

1−uxs′y
, where s′y ∈ [−ε, ε] satisfies sy =

s′y
1−uys′y

;

and thus ⟨x, y⟩P ∈ S, which completes the proof.

The following result is proved by the same manner as the previous theo-

rem.

Proposition 4.10 (Rectangle). Let s, u ∈ (0, 1) be such that max{ s
1−su

, u
1−su

} <

δ∗/4 and z ∈ X. The sets

Su
s(z) =

{
Γgcubs : u ∈ [−u, u], s =

s′

1− us′
for some s′ ∈ [−s, s]

}
,

T s
u (z) =

{
Γgbscu : s ∈ [−s, s], u =

u′

1− su′ for some u′ ∈ [−u, u]
}

are rectangles, where g ∈ PSL(2,R) such that z = Γg.

Corollary 4.11. Let ε ∈ (0, 1) and τ ∈ R be such that εe|τ |
1−ε2

< δ∗/4. Then

φτ (Sε(z)) and φτ (Tε(z)) are rectangles. More precisely, φτ (Sε(z)) = Sεeτ

εe−τ (z)

whereas φτ (Tε(z)) = T εe−τ

εeτ (z).

Remark 4.12. It is easy to check that

Sε(z) =
{
Γgcubs : u ∈ [−ε, ε], s ∈

[ −ε

1 + εu
,

ε

1 + εu

]}
⊂ P ε

1−ε2
(z).

Therefore, for a given local cross section Pρ(z), any rectangle Sε(z) with
ε

1−ε2
< ρ has the following property:
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(a) Sε(z) is closed and contained in Pρ(z);

(b) intSε(z) =
{
Γgcubs : s ∈ (−ε, ε), s = s′

1−us′ for some s′ ∈ (−ε, ε)
}
.

Similar properties also hold for Tε(z). ♢

Each version of rectangles has its own special properties. In this paper

we will use both of them. The following result is a relation between the two

versions.

Lemma 4.13. Let u, s ∈ (0, 1) be such that max{ s
1−su

, u
1−su

} < δ∗/4 and

z ∈ X. Let S, T be local cross sections and let Su
s(z) ⊂ S, T u

s (z) ⊂ T be

rectangles defined in Proposition 4.9 such that prT (S
u
s(z)) and prS(T

u
s (z))

are well-defined. Then

prT (S
u
s(z)) = T s

u (z) and prS(T
u
s (z)) = Ss

u(z). (4.8)

Su
s(z) is the projection of T u

s (z) on S and T u
s (z) is the projection of Su

s(z) on

T .

Proof. For x = Γgcubs ∈ Su
s(z), we write x = Γgbs̃cũat̃ for

s̃ =
s

1 + us
, ũ = u(1 + us), t̃ = −2 ln(1 + us).

By the definition of Su
s(z), s = s′

1−us′ for some s′ ∈ [−s, s]. This implies

that s̃ = s′ ∈ [−s, s]. In addition, 1 − s̃u = 1 − s
1+us

u = 1
1+us

yields

ũ = u(1 + us) = u
1−s̃u

; hence x̃ = φ−t̃(x) = prT (x) = Γgbs̃cũ ∈ T s
u (z)

shows that prT (S
u
s(z)) ⊂ T s

u (z). Conversely, if x̃ = Γgbs̃cũ ∈ T s
u (z), then

x̃ = Γgcubsat for

u =
ũ

1 + ũs̃
, s = s̃(1 + ũs̃), t = 2 ln(1 + ũs̃).

Similarly, we can check that u ∈ [−u, u] and s = s̃
1−us̃

for s̃ ∈ [−s, s]. Set

x = Γgcubs ∈ Su
s to get x ∈ Su

s and x̃ = φt(x) = prT (x), which verifies

T s
u (z) ⊂ prT (S

u
s(z)). The latter can be proved analogously.

Let R be a rectangle and x ∈ R. We define

W s(x,R) = {⟨x, y⟩R, y ∈ R} ⊂ R and W u(x,R) = {⟨y, x⟩R, y ∈ R} ⊂ R.

(4.9)

The next result provides precise forms for W s(x,R) and W u(x,R) in the

cases R = Sε(z) and R = Tε(z).
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Proposition 4.14. (a) Let Sε(z) be defined in Proposition 4.9. Let z = Γg

and x = Γgcuxbsx ∈ Sε(z), where sx = s′x
1−uxs′x

for some s′x ∈ [−ε, ε]. Then

W s(x, Sε(z)) =
{
Γgcuxbs : s =

s′

1− uxs′
for some s′ ∈ [−ε, ε]

}
,(4.10)

W u(x, Sε(z)) =
{
Γgcubs : u ∈ [−ε, ε], s =

s′x
1− us′x

}
. (4.11)

(b) Let Tε(z) be defined in Proposition 4.9. Suppose z = Γg and x =

Γgbsxcux ∈ Tε(z), where ux = u′
x

1−sxu′
x
for some s′x ∈ [−ε, ε]. Then

W s(x, Tε(z)) =
{
Γgbscu : s ∈ [−ε, ε], u =

u′
x

1− su′
x

}
, (4.12)

W u(x, Tε(z)) =
{
Γgbsxcu : u =

u′

1− sxu′ for some u′ ∈ [−ε, ε]
}
.(4.13)

Proof. We prove (a) only. If w ∈ W s(x, Sε(z)), then w = ⟨x, y⟩Sε(z) for

some y = Γgcuybsy ∈ Sε(z). By Lemma 4.2, w = Γgcuwbsw with uw = ux

and sw =
s′y

1−uxs′y
, where s′y ∈ [−ε, ε] satisfies sy =

s′y
1−uys′y

. Conversely, if

v = Γgcuxbsv for sv = s′v
1−uxs′v

, sv ∈ [−ε, ε], then v = ⟨x, y⟩ with y = Γgcuybsy

for uy ∈ [−ε, ε] and sy =
s′v

1−uys′v
; hence v ∈ W s(x, Sε(z)) and we have (4.10).

The technique is similar for (4.11).

The following results follow directly from the previous proposition.

Corollary 4.15. With the setting in Proposition 4.14, the following state-

ments hold.

(a) Let x = (ux, sx)z, y = (uy, sy)z ∈ Sε(z). ThenW s(x, Sε(z)) = W s(y, Sε(z))

if and only if ux = uy, whereas W
u(x, Sε(z)) = W u(y, Sε(z)) if and only

if s′x = s′y.

(b) Let x = (sx, ux)
′
z, y = (sy, uy)

′
z ∈ Tε(z). ThenW s(x, Tε(z)) = W s(y, Tε(z))

if and only if u′
x = u′

y, whereas W
u(x, Tε(z)) = W u(y, Tε(z)) if and only

if sx = sy.

Corollary 4.16. One has

W s(x, Sε(z)) = W s(x) ∩ Sε(z), W u(x, Tε(z)) = W u(x) ∩ Tε(z).
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The next result is another relation between the two versions of rectangles.

Proposition 4.17. With the setting in Lemma 4.13, for any x ∈ Sε(z) and

w ∈ Tε(z), one has

(a) prTW
a(x, Sε(z)) = W a(prT (x), Tε(z)) for a = u, s;

(b) prSW
a(w, Tε(z)) = W a(prS(w), Sε(z)) for a = u, s.

Proof. (a) Let z = Γg for g ∈ PSL(2,R) and x = Γgcuxbsx for sx = s′x
1−uxs′x

with some s′x ∈ [−ε, ε]. Using the proof of Lemma 4.13, we have x̃ =:

prT (x) = Γgbsx̃cux̃
∈ Tε(z) with sx̃ = s′x, ux̃ = ux

1−sx̃ux
. If v ∈ W s(x, Sε(z)),

then according to (4.10), v = Γgcuxbsv implies ṽ := prT (v) = Γgbsṽcuṽ
with

sṽ = s′v, uṽ = ux

1−sṽux
. This yields ṽ ∈ W s(x̃, Tε(z)) by Corollary 4.15 and

hence prTW
s(x, Sε(z)) ⊂ W s(prT (x), Tε(z)). On the other hand, if y ∈

W s(prT (x), Tε(z)) then y = Γgbsycuy with u′
y = u′

x̃ = ux. Setting v =

Γgcuxsv ∈ W s(x, Sε(z)) with sv = sy
1−uxsy

, we obtain y = prS(v) due to the

proof of Lemma 4.13. As a result, W s(prT (x), Tε(z)) ⊂ prTW
s(x, Sε(z)),

proving prTW
s(x, Sε(z)) = W s(prT (x), Tε(z)).

Next, for y ∈ W u(x, Sε(z)), y = Γgcuybsy with s′y = s′x by Corollary 4.15.

Then prT (y) = Γgbsỹcuỹ
with sỹ = s′x = sx̃ implies prT (y) ∈ W u(prT (x), Tε(z)).

Conversely, if w̃ ∈ W u(prT (x), Tε(z)), then w̃ = Γgbsx̃cuw̃
. Define w =

Γgcuwbsw for uw = uw̃

1+uw̃sw̃
and s′w = sx̃ to have prT (w) = w̃. Also, s′w = s′x

yields w ∈ W u(x, Sε(z)), which completes the proof of (a). Statement (b)

follows from (a).

The next result is helpful afterwards.

Lemma 4.18. Let R be a rectangle and x, y, z, w ∈ R. Then

(a)
〈
⟨x, y⟩R, z

〉
R
=
〈
x, ⟨y, z⟩R

〉
R
= ⟨x, z⟩R;

(b) if y ∈ W s(x,R), then ⟨x, y⟩R = y;

(c) if y ∈ W u(x,R), then ⟨y, x⟩R = y;

(d)
〈
⟨x, y⟩R, ⟨z, w⟩R

〉
R
= ⟨x,w⟩R.

Proof. (a) The proof is similar to Lemma 3.4 (a).

(b) Assume that y ∈ W s(x,R). Then y = ⟨x, y′⟩R for some y′ ∈ R implies

that
〈
x, y⟩R = ⟨x, ⟨x, y′⟩R

〉
R
= ⟨x, y′⟩R = y by (a).

(c) The manner is similar to (a).

(d) Using (a)-(c), we have
〈
⟨y, x⟩R, ⟨z, y⟩R

〉
R
=
〈
y, ⟨x, ⟨z, y⟩R⟩R

〉
R
=
〈
y, ⟨x, y⟩R

〉
R
=

⟨y, y⟩R = y.
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5 Expansivity

In this section we study a nice property of hyperbolic dynamical systems,

named expansivity. Roughly speaking, for more variation of expansivities,

the reader can if two orbits of the flow are close enough for the whole time

then they must be identical.

Definition 5.1 ([6]). Let (M,d) be a compact metric space. A continuous

flow ϕt : M −→ M is called expansive if for each ε > 0 there exists δ =

δ(ε) > 0 with the following property. If s : R → R is a continuous function

with s(0) = 0 and

d(ϕt(x), ϕs(t)(y)) < δ for all t ∈ R,

then y = ϕτ (x) for some τ ∈ (−ε, ε).

The next result was initially introduced in [5] to prove the expansivity

of general hyperbolic flows. Expansivity of the flow (φt)t∈R was reproved in

[10] by a new approach, using the injectivity radius.

Theorem 5.2 ([5]). For each ε > 0 there is a δ = δ(ε) > 0 with the following

property. If x, y ∈ X, L > 0 and s : R → R continuous with s(0) = 0 satisfy

dX(φt(x), φs(t)(y)) ≤ δ for all t ∈ [−L,L], (5.14)

then

|s(t)− t| ≤ ε for all t ∈ [−L,L]. (5.15)

Furthermore, let w = ⟨x, y⟩ = W s
ε (φv(x))∩W u

ε (y) for appropriate v ∈ (−ε, ε)

in Corollary 3.3. Then

dX(φt(w), φt(x)) < 2ε for all t ∈ [−L,L], (5.16)

dX(φt(w), φt(y)) < 3ε for all t ∈ [−L,L], (5.17)

and

dX(y, φv(x)) < 2εe−L. (5.18)

In particular, the flow (φt)t∈R is expansive.
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Proof. We follow the proof of Theorem 3.2 in [10] for the first part. Let ε > 0

be given and ρ = ρ(ε) as in Lemma 2.8. Let δ1 = δ1(ρ) be as in Corollary

3.3. Let δ2 = δ2(ε1) be as in Lemma 2.7, where ε1 = eρ/2−1
eρ/2+1

. We define

δ = min{δ1, δ2}.
Step 1: Proof of (5.15). Write x = Γg, y = Γh for g, h ∈ PSL(2,R) and

fix L > 0. For each t ∈ [−L,L], there is γ(t) ∈ Γ so that

dX(φs(t)(y), φt(x)) = dX(Γhas(t),Γgat) = dG(γ(t)has(t), gat) < δ. (5.19)

It was shown in the proof of [10, Theorem 3.2] that

γ(t) = γ(0) for all t ∈ [−L,L].

Setting γ0 = γ(0), (5.19) becomes

dG(a−tg
−1γ0has(t), e) = dG(γ0has(t), gat) < δ for all t ∈ [−L,L]. (5.20)

Write g−1γ0h = π(G) for G =
( a b

c d

)
and

A−tGAs(t) =

(
ae

s(t)−t
2 be−

s(t)+t
2

ce
s(t)+t

2 de
t−s(t)

2

)
.

Using Lemma 2.7, (5.20) implies that

||a|e
s(t)−t

2 − 1|+ ||d|e
t−s(t)

2 − 1| < ε1 for all |t| ≤ L,

or equivalently

1− ε1 ≤ |a|e
s(t)−t

2 ≤ 1 + ε1 and 1− ε1 ≤ |d|e
t−s(t)

2 ≤ 1 + ε1 for all |t| ≤ L.(5.21)

Suppose, on the contrary, that s(t)−t > ε for some |t| ≤ L. Then |a|e
s(t)−t

2 >

(1 − ε1)e
ρ
2 = (1 − ε1)

1+ε1
1−ε1

= 1 + ε1, which contradicts (5.21). Therefore

s(t)− t < ρ for all |t| ≤ L. Similarly, t− s(t) < ρ for all |t| ≤ L, so

|s(t)− t| < ρ for all |t| ≤ L. (5.22)

Since ρ < ε, we have (5.15).
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Step 2: Proof of (5.17)-(5.16). Recall from Corollary 3.3 that there are

s, u, v ∈ [−ρ, ρ] such that w = ⟨x, y⟩ = Γgavbs = Γhcu. Then for t ≥ 0, using

lemmas 2.1 and 2.2, we get

dX(φt(w), φt(x)) ≤ dG(gavbsat, gat) = dG(avbse−t , e)

= dG(bse−t , a−v) ≤ dG(bse−t , e) + dG(av, e)

≤ 1√
2
|v|+ |s|e−t < 2ρ. (5.23)

Together with (5.22) this implies that for t ∈ [0, L]

dX(φt(w), φt(y)) ≤ dX(φt(w), φt(x)) + dX(φt(x), φs(t)(y)) + dX(φs(t)(y), φt(y))

≤ 1√
2
|v|+ |s|e−t + δ +

1√
2
|s(t)− t|

<
1√
2
ρ+ ρ+ δ +

1√
2
ρ < 3ρ. (5.24)

Furthermore, w ∈ W u
ρ (y) yields

dX(φt(y), φt(w)) < ρe−t for all t < 0. (5.25)

In conjunction with (5.24) and ρ < ε this proves (5.16). Analogously, it

follows from (5.25) and (5.14) that for t ∈ [−L, 0]

dX(φt(w), φt(x)) ≤ dX(φt(w), φt(y)) + dX(φt(y), φs(t)(x)) + dX(φs(t)(x), φt(x))

≤ |u|et + δ +
1√
2
|s(t)− t| < ρ+ δ +

1√
2
ρ < 2ρ.

As a consequence, the statement (5.17) is proved, using (5.23).

Step 3: Proof of (5.18). Now, define x̃ = Γgav. Then

dX(φt(w), φt(x̃)) ≤ dX(φt(w), φt(x)) + dX(φt(x), φt(x̃))

≤ 2ρ+
1√
2
|v| < 3ρ for all t ∈ [−L, 0],

owing to (5.23). It follows from Lemma 2.8 (b) that |s| < εe−L; recall that

w = Γgavbs. Also, using w = Γhcu, y = Γg, (5.24) and Lemma 2.8 (a), we

get |u| < εe−L. Now, due to w = Γgavbs = Γhcu,

dX(y, φv(x)) = dX(Γh,Γgav) = dX(Γgavbsc−u,Γgav)
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≤ |s|+ |u| < 2εe−L,

which is (5.18). Finally, let L → ∞ to have y = φv(x), which shows the

expansivity of the flow (φt)t∈R. The proof is complete.

Now, we use the expansivity to prove the following auxiliary result, which

was introduced in [5] without a proof. This result will be used several times

in Section 6.

Lemma 5.3. Let ε ∈ (0, σ∗/6) and D = Pε(z) and D′ = Pε(z
′). There exists

δ = δ(ε) > 0 with the following property. Suppose that x, y ∈ D, ⟨x, y⟩D
exists and there is a continuous function s : [0, T ] → R with s(0) = 0 so that

dX(φt(x), φs(t)(y)) ≤ δ for all t ∈ [0, T ],

φT (x), φs(T )(y) ∈ D′ and ⟨φT (x), φs(T )(y)⟩D′ exists. Then

φT (⟨x, y⟩D) = ⟨φT (x), φs(T )(y)⟩D′ . (5.26)

Proof. Let ε ∈ (0, σ∗/6) be given and take δ = δ(ε/3) as in Theorem 5.2 to

get

|s(t)− t| ≤ ε

3
for all t ∈ [0, T ]. (5.27)

Write x = Γg, y = Γh for h, g ∈ G = PSL(2,R) such that dX(x, y) = dG(h, g).

According to Lemma 3.2,

⟨x, y⟩D = Γgbs1ev1 = Γhcu1a−v1

with s1 = bd, u1 = − c
d
, v1 = −2 ln d; here

( a b
c d

)
=: A ∈ SL(2,R) satisfies

g−1h = π(A). Then

φT (⟨x, y⟩D) = Γgbs1ev1aT = ΓgaT bs1ev1−T . (5.28)

If

B =

(
ae

s(T )−T
2 be−

s(T )+T
2

ce
s(T )+T

2 de−
s(T )−T

2

)
∈ SL(2,R),

then π(B) = (gaT )
−1has(T ). This implies that

⟨φT (x), φs(T )(y)⟩D′ = ΓgaT bs2ev2 = Γhas(T )cu2a−v2 (5.29)
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for

s2 = bde−s(T ) = s1e
−s(T ), u2 = − c

d
es(T ) = u1e

s(T ), v2 = −2 ln(de−
s(T )−T

2 ) = v1 − T + s(T );

note that by Theorem 5.2, |u1| ≤ εe−T/3 implies |u2| < ε, so (5.29) is well-

defined. This yields s2e
v2 = s1e

v1−T . By comparison (5.28) and (5.29), we

obtain (5.26), completing the proof.

Remark 5.4. The previous lemma is also true for s : [−T, 0] → R. The

proof is similar. ♢

6 Construction of Markov partitions

In this section we give a rigorous construction of Markov partitions. We will

use the forms of rectangles and local cross sections in Section 4 to construct

a so-called pre-Markov partition, and then we follow Bowen’s work in [5] to

construct a Markov partition of arbitrarily small size step by step, in that

we even could somewhat simplify [5]. The special forms of rectangles leads

to a more explicit and intuitive Markov partition.

First, we introduce the notion of ‘proper family’.

Definition 6.1 (Proper family). Let α > 0 be given and let T = {T1, . . . , Tn}
be a family of closed sets in X. We call T a proper family of size α if

(i) X = φ[−α,0](
⋃n

i=1 Ti);

there is a family of differential local cross sections D = {D1, . . . , Dn} such

that

(ii) diamDi < α;

(iii) Ti ⊂ intDi;

(iv) for i ̸= j, at least one of the sets Di ∩ φ[0,α](Dj) and Dj ∩ φ[0,α](Di)

is empty.

In particular, it follows from (iv) that if i ̸= j, then Di ∩Dj = ∅.

Definition 6.2 (Poincaré map). Let T = {T1, . . . , Tn} be a proper family.

For any x ∈ T = T1 ∪ · · · ∪ Tn, denote by t(x) the first return time, which is

the smallest t > 0 such that φt(x) ∈ T . The map PT : T −→ T defined by

PT (x) = φt(x)(x)

is called the Poincaré map with respect to the family T .
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The first return time is also strictly bounded from below by a positive

number as follows.

Proposition 6.3. The Poincaré map PT : T1 ∪ · · · ∪ Tn → T1 ∪ · · · ∪ Tn is

a bijection.

Proof. Take x, y ∈ T = T1∪· · ·∪Tn such that PT (x) = PT (y) or equivalently

φt(x)(x) = φt(y)(y). In order to obtain x = y, we must show t(x) = t(y).

Suppose, in a contrary, that t(x) ̸= t(y). If t(x) > t(y) then 0 < t(x)− t(y) <

t(x) and y = φt(x)−t(y)(x) ∈ T , which contradicts the definition of t(x). The

same occurs for t(x) < t(y). Therefore t(x) = t(y) and we deduce that PT

is injective. Since (φt)t∈R is time reversal invariant, PT is surjective, which

completes the proof.

Note that the first return time map t and the Poincaré map PT are not

continuous on T but they are continuous on

T ∗ =
{
x ∈ T : Pk

T (x) ∈ intT1 ∪ · · · ∪ intTn for all k ∈ Z
}
.

It does not matter since T ∗ is dense in T and

φR(T ∗) =
{
x ∈ X : (φR(x) ∩ T ) ⊂ intT1 ∪ · · · ∪ intTn

}
is dense in X.

Definition 6.4 (Markov partition). A proper family T = {T1, . . . , Tn} is

called a Markov partition if each member in T is a rectangle and T satisfies

the Markov property:

(Ms) if x ∈ U(Ti, Tj) = {x ∈ T ∗ : x ∈ intTi,PT (x) ∈ intTj}, thenW s(x, Ti) ⊂
U(Ti, Tj);

(Mu) if x ∈ V (Ti, Tk) = {x ∈ T ∗ : x ∈ intTi,P−1
T (x) ∈ intTk}, thenW u(x, Ti) ⊂

V (Ti, Tk).

Remark 6.5. Let x ∈ Ti,PT (x) ∈ Tj and z ∈ W s(x, Ti). If PT (x) ∈
Tj, then PT (z) ∈ W s(PT (x), Tj). For instance, by Lemma 4.18 (b) z =

⟨x, z⟩Ti
. Similarly to Lemma 6.14, we obtain PT (z) = ⟨PT (x),PT (z)⟩Tj

,

and so PT (z) ∈ W s(PT (x), Tj). Analogously, if y ∈ Ti, z ∈ W u(y, Ti) and

P−1
T (y),P−1

T (z) ∈ Tk, then P−1
T (z) ∈ W u(P−1

T (y), Tk); see Figure 5 (a) for an

illustration of the Markov property. ♢
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u
(x
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i
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Figure 5: (a) Markov property (b) Enlarge rectangles

Proposition 6.6. Suppose that T is a Markov partition and S−N , . . . , SN ∈
T . Let x, y ∈ S0 ∩ T ∗ and z = ⟨x, y⟩S0 ∈ T ∗. Then

(a) if P i
T (x) ∈ Si for 0 ≤ i ≤ N , then P i

T (z) ∈ W s(P i
T (x), Si) for

0 ≤ i ≤ N . In particular, P i
T (z) ∈ Si for 0 ≤ i ≤ N ;

(b) if P i
T (y) ∈ Si for −N ≤ i ≤ 0, then P i

T (z) ∈ W u(P i
T (y), Si) for

−N ≤ i ≤ 0. In particular, P i
T (z) ∈ S−i for −N ≤ i ≤ 0.

Proof. (a) By the assumption, it follows that P i
T (x) ∈ U(Si, Si+1) for 0 ≤

i ≤ N − 1. We prove by induction. For i = 1, z = ⟨x, y⟩S0 ∈ W s(x, S0).

By property (Ms), z ∈ U(S0, S1). Due to z ∈ T ∗, PT (z) ∈ S1. Since

z ∈ W s(x, S0), it follows from Remark 6.5 that PT (z) ∈ W s(PT (x), S1),

so the statement holds for i = 1. Assume that P i
T (z) ∈ W s(P i

T (x), Si) for
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1 ≤ i ≤ N − 1. Since P i
T (x) ∈ U(Si, Si+1) and P i

T (z) ∈ W s(P i
T (x), Si), it

follows that P i
T (z) ∈ U(Si, Si+1), and hence P i+1

T (z) ∈ Si+1, due to z ∈ T ∗.

This yields P i+1
T (z) ∈ W s(P i+1

T (x), Si+1) by Remark 6.5 and the conclusion

is obtained.

(b) Here the argument is analogous.

Remark 6.7. In geometric meaning, Proposition 6.6 says that, if the future

orbit {φt(x), t ≥ 0} of x ∈ intS0 passes through intS1, i = 1, 2, 3, . . . (in

sequence) and the past orbit {φt(y), t < 0} of y ∈ intS0 passes through

intSi, i = −1,−2, . . . (in sequence) then the orbit of ⟨x, y⟩S0 ∈ intS0 has

both properties; see Figure 6 for an illustration. This property is used as the

definition of Markov partitions in [13]. ♢

y
P−2(y)

x P(x) P2(x)

z P(z) P2(z)

P−2(z)

P−1(y)

P−1(z)

S0
S1 S2

S−1S−2

Figure 6: Markov property: z = ⟨x, y⟩Tx0
has properties of both x and y

In the rest of this paper we prove the following main result.

Theorem 6.8. The flow (φt)t∈R has a Markov partition of arbitrary small

size.

The construction of Markov partitions can be summarized as follows.

� For arbitrarily small α > 0, construct a proper family of size α con-

sisting of rectangles B1, . . . , Bn rectangles, which contain rectangles

K1, . . . , Kn with certain properties (Theorem 6.9).

� Enlarge rectangles K1, . . . , Kn to C1, . . . , Cn satisfying Lemma 6.12.

� Decompose Ci into smaller sets E1
ji, E

2
ji, E

3
ji, E

4
ji in Lemma 6.16 and

define family Ci of sets in Ci; see Lemma 6.17.
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� Construct equivalence classes of elements in Ci whose orbits visit the

same member of C1, . . .Cn in the same order for sufficiently large times.

� Prove that after sliding appropriately small times, these equivalence

classes are a Markov partition; see lemmas 6.18 and 6.19.

Fix ε ∈ (0, σ∗/5) and define δ1 = δ(ε) from Corollary 3.3, and δ2 = δ(ε) as

in Lemma 5.3. We define δ = min{δ1/4, δ2/4, σ∗/6} and consider α ∈ (0, δ).

First, we construct a so-called pre-Markov partition, which is stated in

[5] without a proof. A similar assertion can be found in [12].

Theorem 6.9. There are a family of differentiable local cross sections D =

{D1, . . . , Dn} and two families of rectangles K = {K1, . . . , Kn},B = {B1, . . . , Bn}
satisfying

(a) Ki ⊂ intBi, Bi ⊂ intDi, i = 1, . . . , n;

(b) diamDi < α, i = 1, . . . , n;

(c) for i ̸= j, at least one of the sets Di

⋂
φ[0,2α](Dj) and Dj

⋂
φ[0,2α](Di)

is empty;

(d) X = φ[−α,0](
⋃n

i=1 intKi) = φ[−α,0](
⋃n

i=1 intBi);

(e) if Bi

⋂
φ[−α,α](Bj) ̸= ∅, then Bi ⊂ φ[−2α,2α](Dj).

In comparison with the statement in [5], there is a slightly difference of

the flow times and the presence of K1, . . . , Kn. Later in our construction, we

will enlarge K1, . . . , Kn to C1, . . . , Cn, which are still included in B1, . . . , Bn,

and conditions (c), (e) will be crucial in proving the Markov property.

Proof. The idea of this proof is carefully modified from that of [6, Lemma

7].

Note that due to 0 < α < σ∗/6, any Poincaré section of radius at most λ

is a local cross section of time 2α; see Lemma 4.2. Since X is compact, there

are x1, . . . , xm ∈ X pairwise disjoint such that

X = φ[−α,0](intSα/16(x1)) ∪
m⋃
k=2

φ[−α,0](intPα/2(xk)). (6.30)
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Step 1: First, we construct D and K recursively. Set D1 = {Pα/4(x1)} and

K1 = {Sα/16(x1)}. For each y ∈ Pα/2(x2), the set φ[−2α,2α](y) ∩ Pα/2(x1) is

either one single point or empty, due to the fact that Pα/2(x1) is a local cross

section of time at least 2α. This yields that there is ty ∈ (−2α, 2α) such

that φty(y) /∈ Pα(x1). Since X \ Pα/2(x1) is an open, using the continuity

of the flow φ : R ×X → X, there are an open interval Iy ⊂ (−2α, 2α) and

an open neighbourhood Vy ⊂ Pα(x2) of y so that φIy(Vy) ⊂ X \ Pα/2(x1),

or equivalently, φIy(Vy) ∩ Pα/2(x1) = ∅. Take 0 < ry < α/4 so small that

Pry(y) ⊂ Vy to have

φIy(Pry(y)) ∩ Pα/2(x1) = ∅.

Due to the fact that Pα/2(x2) is compact, there are y1, . . . , yn2 ∈ Pα/2(x2)

distinct such that Pryi
(yi) ⊂ Pα(x2) and

Pα/2(x2) ⊂
n2⋃
i=1

intSryi/8
(yi).

Pick distinct numbers u1 ∈ Iy1 , . . . , un2 ∈ Iyn2
and set

D2 = D1 ∪ {φu1(Pry1
(y1)), . . . , φun2

(Pryn2
(yn2))},

K2 = K1 ∪ {φu1(Sry1/8
(y1)), . . . , φun2

(Sryn2
/8(yn2))}.

Owing to that u1, . . . , un2 are distinct, we see that Poincaré sections in

D2 are pairwise disjoint satisfy Condition (c). Suppose that D3, . . . ,Dk−1,

K3, . . . ,Kk−1 are similarly constructed for k ≤ m and all Poincaré sections

in Dk−1 satisfy Condition (c). We are going to construct Dk and Kk. Analo-

gously to the construction of D2, for every z ∈ Pα/2(xk), the set

φ[−2α,2α](z) ∩ Dk−1

is a set of finite points since Dk−1 consists of finitely many local cross sections

of times at least 2α; here Dk−1 denotes the union of elements in Dk−1. Using

the continuity of the flow, there exist an open interval Iz ⊂ (−2α, 2α) and

0 < rz < α/4 such that φIz(Prz(z))∩Dk−1 = ∅. We cover Pα/2(xk) by smaller

rectangles Srzi/8
(zi) ⊂ Przi

(zi) ⊂ Pα(xk):

Pα/2(xk) ⊂
nk⋃
i=1

intSrzi/8
(zi), (6.31)
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where zi ∈ Pα/2(xk). Pick distinct numbers u1 ∈ Iz1 , . . . , unk
∈ Iznk

and let

Dk = Dk−1 ∪ {φv1(Prz1
(z1)), . . . , φvnk

(Prznk
(znk

))},

Kk = Kk−1 ∪ {φv1(Srz1/8
(z1)), . . . , φvnk

(Srznk
/8(znk

))}.

Due to the radii of elements in Dk is at most α/4, their radii are at most α

and hence Dk satisfies Condition (b). Next we check that the elements in Dk

satisfy Condition (c). Suppose that φ[−2α,2α](Pi)∩P ̸= ∅ with P ∈ Dk−1 and

Pi = φvi(Przi
(zi)) for some i. If vi ≥ 0, then φ[0,2α](P )∩Pi = ∅ and if vi < 0

then φ[0,2α](Pi) ∩ P = ∅. Let Pi = φvi(Przi
(zi)), Pj = φvj(Przj

(zj)), i ̸= j. If

vi > vj then we observe that φ[0,2α](Pi)∩Pj = ∅. For, suppose on the contrary

that there is w = φt(u) ∈ Pj for t ∈ [0, 2α] and u ∈ Pi. Then w = φvj(w
′)

and u = φvi(u
′) for u′ ∈ Przi

(zi) ⊂ Pα(xk), w
′ ∈ Przj

(zj) ⊂ Pα(xk) imply

that w = φt+vi(u
′) = φvj(w

′). Since Pα(xk) is a local cross section, we have

u′ = w′ and hence t+vi = vj or t = vj−vi < 0, contradicting t ≥ 0. Similarly,

if vi < vj, then Pi ∩ φ[0,2α](Pj) = ∅. We have shown that if P,Q ∈ Dk and

P ̸= Q, then at least one of the sets φ[0,2α](P )∩Q and φ[0,2α](Q)∩P is empty.

Therefore, Dk satisfies Condition (c).

Repeating this process, we obtain

Dm = Dm−1 ∪ {φp1(Prw1
(w1)), . . . , φpnm

(Prwnm
(wnm))},

Km = Km−1 ∪ {φp1(Srw1/8
(w1)), . . . , φpnm

(Srwnm
/8(wnm))},

where p1 ∈ Iw1 , . . . , pnm ∈ Iwnm
are pairwise distinct, Iw1 , . . . , Iwnm

⊂ (−2α, 2α)

and 0 < rwi
< α/4 such that

Pα/2(xm) ⊂
nm⋃
i=1

intSrwi/8
(wi) and φIwj

(Prwj
(wj)) ∩ Dm−1 = ∅,

where Dm−1 denotes the union of sets in Dm−1, Srwi/8
(wi) ⊂ Prwi

(wi) ⊂
Pα(xk).

Let n = cardDm and denote the elements in Dm and Km by D1, . . . , Dn,

and K1, . . . , Kn, respectively. In summary, we have constructed a family of

cross sections D1 . . . , Dn satisfying conditions (b) and (c). In addition, due

to φt(Γgcubs) = Γgatcuetbse−t for g ∈ PSL(2,R), t, u, s ∈ R, by correcting the

radii of Poincaré sections Di and rectangles Ki, we may assume that

Di = P4ε(zi) and Ki = Sε/2(zi)
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for zi ∈ X and some ε ∈ (0, α/16). Then Di = P4ε(zi) ⊂ Pα/4(zi), so (b)

holds by Lemma 4.2. Now, for each i ∈ {1, . . . , n}, define

Bi = Sε(zi).

to obtain (a).

Step 2: Proof of (d). Due to (6.30), for any x ∈ X, either x ∈ φ[−α,0](Sα/16(x1))

or x ∈ φ[−α,0](intPα/2(xk)) for some k ∈ {2, . . . ,m}. Then (6.31) implies

that x ∈ φ[−α,0](intSrzi/8
(zi)) for some i ∈ {1, . . . , rnk

}. This means that

x ∈ φ[−α,0](intKs) for some s ∈ {1, . . . , n}, and the former of (d) is proved.

This yields the latter of (d).

Step 3: Proof of (e). Write zi = Γgi for gi ∈ PSL(2,R). Suppose that

x = φt(y) for t ∈ [−α, α], x ∈ Bi and y ∈ Bj. We need to check that

x ∈ φ[−2α,2α](Dj). Recall that for k ∈ {1, . . . , n},

Bk = Sε(zk) = {Γgkcubs, u ∈ [−ε, ε], s =
s′

1− us′
for some s′ ∈ [−ε, ε]}.

We have x = Γgicubs = Γgjcûbŝat. For any z = Γgicũbs̃ ∈ Bi, we write

z = Γgicubsb−sc−ucũbs̃ = Γgjcûbŝatb−sc−ucũbs̃

= Γgjcûbŝ−setc(ũ−u)e−tbs̃etat = Γgjcūbs̄at̄,

where

s̄ = ŝ− set + s̃et + (ũ− u)e−t(ŝ− set)(1 + ŝ− set + s̃et)

+ (ũ− u)(ŝ− set)s̃(1 + (ũ− u)e−t(ŝ− set)),

ū = û+ (ũ− u)e−t − (ũ− u)2e−2t(ŝ− set)

1 + (ũ− u)e−t(ŝ− set)
,

t̄ = t+ 2 ln(1 + (ũ− u)e−t(ŝ− set)).

After a short calculation, we obtain |t̄| ≤ 2α, |s̄| < 4ε, |ū| < 4ε. This means

that z ∈ φ[−2α,2α](Dj), proving Condition (e).

The theorem is proved.

From the above proof, it follows the next result.
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Remark 6.10. With the setting in Theorem 6.9,

(e’) if Bi

⋂
φ[−α,0](Bj) ̸= ∅ then Bi ⊂ φ[−2α,0](Dj) and if Bi

⋂
φ[0,α](Bj) ̸=

∅ then Bi ⊂ φ[0,2α](Dj). ♢

Now, recall that X = φ[−α,0](
⋃n

i=1Ki) = φ[−α/2,α/2](
⋃n

i=1Ki). Let 3λ > 0

be the Lebesgue number for the cover {φ[−α/2,α/2](K1), . . . , φ[−α/2,α/2](Kn)},
i.e., any subset ofX with diameter at most 3λ contains in some φ[−α/2,α/2](Ki).

Fix L > 0 and i ∈ {1, . . . , n}. For x ∈ Ki, there is a closed neighbourhood

V i
x of x such that

diamφt(V
i
x) ≤ λ for all |t| ≤ 2L.

Since Ki compact, we cover it by a finite family Vi = {V i
x1
, . . . , V i

xni
}:

Ki ⊂
ni⋃
j=1

V i
xj
.

We may assume that for any V ∈ Vi, V ⊂ S2ε/3(zi).

Let A ⊂ X be given. Denote

B(A, λ) = {x ∈ X : dX(x,A) = inf
y∈A

dX(x, y) < λ}.

We claim that diamB(φ−L(V ), λ) < 3λ and diamB(φL(V ), λ) < 3λ for all

V ∈ Vi. For, taking x, y ∈ B(φ−L(V ), λ), there are z1, z2 ∈ φ−L(V ) such

that dX(x, z1) < λ and dX(y, z2) < λ. This implies dX(x, y) ≤ dX(x, z1) +

dX(z1, z2) + dX(z2, y) < 3λ and hence diamB(φ−L(V ), λ) < 3λ. Similarly,

diamB(φL(V ), λ) < 3λ.

By the property of λ, for each i ∈ {1, . . . , n} and V ∈ Vi, there are

a(V ), b(V ) ∈ {1, . . . , n} so thatB(φ−L(V ), λ) ⊂ φ[−α/2,α/2](Ka(V )) andB(φL(V ), λ) ⊂
φ[−α/2,α/2](Kb(V )). Then the following maps

gV − = prDa(V )
◦ φ−L : V −→ Ka(V ) ⊂ Ba(V )

and

gV + = prDb(V )
◦ φL : V −→ Kb(V ) ⊂ Bb(V )

are well-defined. We recursively define the set Ri,k and Si,k by Ri,0 = Si,0 =

Ki and for k ≥ 0

Ri,k+1 =
⋃
V ∈Vi

⋃
v∈V

{⟨y, prDi
φL(z)⟩Di

: y ∈ Ki, z ∈ W s(gV −(v), Ra(V ),k)},

(6.32)
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Si,k+1 =
⋃
V ∈Vi

⋃
v∈V

{⟨prDi
φ−L(z), y⟩Di

: y ∈ Ki, z ∈ W u(gV +(v), Sb(V ),k)}.

(6.33)

For x ∈ (0, 1), we set x′ = x
1−x2 . Note that x < y if and only if x′ < y′

and x = y if and only if x′ = y′.

In the rest of the paper, we consider L > 4 and T := L − α/2. Define

ε0 = 2ε/3 and εk+1 = ε0 + 2εke
−T , k ≥ 0. Accordingly, ε′0 = 2ε′/3 and

ε′k+1 = ε′0 + 2ε′ke
−T , k ≥ 0.

Lemma 6.11. For every i ∈ {1, . . . , n}, the following statements hold.

(a) Ri,k ⊂ Sεk
ε0
(zi) and Si,k ⊂ Sεk

ε0
(zi) for all k ≥ 0.

(b) The sets Ri =
∞⋃
k=0

Ri,k, Si =
∞⋃
k=0

Si,k are subsets of Bi.

(c) The set Ci = ⟨Si, Ri⟩Di
= {⟨p, q⟩Di

: p ∈ Si, q ∈ Ri} is a rectangle

contained in Bi.

Proof. (a) We prove the former by induction. First,

Ri,1 =
⋃
V ∈Vi

⋃
v∈V

{⟨y, prDi
φL(z)⟩Di

: y ∈ Ki, z ∈ W s(gV −(v), Ka(V ))}.

For any x ∈ Ri,1, x = ⟨y, prDi
φL(z)⟩Di

for z ∈ W s(prDa(V )
φ−L(v), Ka(V ))

with some v ∈ V ∈ Vi. We first show that prDi
φL(z) ∈ Sε1

ε0
(zi). Let v =

Γgicuvbsv ∈ V ⊂ S2ε/3(zi) and prDa(V )
φ−L(v) = φ−L−τ (v) = Γglcubs ∈ Kl =

Sε/2(Γgl) with l = a(V ) ∈ {1, . . . , n} for some τ ∈ [−α/2, α/2]. According to

Proposition 4.14 (a), z = Γglcubsz . Since φL+τ (prDa(V )
φ−L(v)) = v, it follows

that ΓglcubsaL+τ = Γgicuvbsv . This implies that

ẑ := φL+τ (z) = ΓglcubsaL+τb(sz−s)e−L−τ = Γgicuvbsv+(sz−s)e−L−τ ∈ Di.

Also ẑ = prDi
φL(z) = (uẑ, sẑ)zi ∈ Di, where

uẑ = uv and sẑ = (u, sv + (sz − s)e−L−τ )zi .

Then

|sẑ| ≤ ε′0 + 2ε′0e
−L+α/2 ≤ ε′0 + 2ε′0e

−T = ε′1

shows that ẑ ∈ Sε1
ε0
(zi). Since y ∈ Ki = Sε(zi) ⊂ Sε1

ε0
(zi), we get x =

⟨y, ẑ⟩Di
∈ Sε1

ε0
(zi) due to the fact that Sε1

ε0
(zi) is a rectangle. Therefore

Ri,1 ⊂ Sε1
ε0
(zi).
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Next, assume thatRi,j−1 ∈ S
εj−1
ε0 (zi) for j > 1. Take x = ⟨y, prDi

φL(z)⟩Di
∈

Ri,j, where y ∈ Ki, z ∈ W s(prDa(V )
φ−L(v), Ra(V ),j−1) for some v = Γgicuvbsv ∈

V ∈ Vi. Similarly to above, prDa(V )
φ−L(v) = φ−L−τ (v) = Γglcubs ∈ Rl,j−1

with l = a(V ) for some τ ∈ [−α/2, α/2]. Writing z = Γglcubsz , we have

ẑ := prDi
φ−L(z) = φL+τ (z) = ΓglcubsaL+τb(sz−s)e−L−τ

= Γgicuvbsv+(sz−s)e−L−τ = (uẑ, sẑ)zi ∈ Di,

where

uẑ = uv, sẑ = sv + (sz − s)e−L−τ .

Then

|sẑ| ≤ ε′0 + 2ε′j−1e
−T = ε′j

yields ẑ ∈ S
εj
ε0 (zi). Since y ∈ Ki ⊂ S

εj
ε0 (zi), we obtain x = ⟨y, ẑ⟩Di

∈ S
εj
ε0 (zi)

and so Ri,j ⊂ S
εj
ε0 (zi). We deduce that Ri,k ⊂ Sεk

ε0
(zi) for all k ≥ 0.

To verify the latter, we need the other versions of Poincaré sections and

rectangles. Define

D̃i = P̃4ε(zi) = {Γgibscu : u, s ∈ [−4ε, 4ε]}

and

B̃i = Tε(zi) = {Γgibscu : s ∈ [−ε, ε] and u =
u′

1− su′ for some u′ ∈ [−ε, ε]}.

We recall from Lemma 4.13 that prDi
(B̃i) = Bi and prD̃i

(Bi) = B̃i. By

projecting to D̃i, (6.33) is equivalent to

S̃i,k+1 =
⋃
Ṽ ∈Ṽi

⋃
v∈Ṽ

{⟨prD̃i
φ−L(z), y⟩D̃i

: y ∈ K̃i, z ∈ W u(gṼ +(v), Sb(Ṽ ),k)},

(6.34)

where S̃i,k = prD̃i
(Si,k), K̃i = prD̃i

(Ki), Ṽi = prD̃i
(Vi), Ṽi = prD̃i

(Vi), and

gṼ + = prD̃
b(Ṽ )

◦ φL : Ṽ −→ K̃b(Ṽ ) ⊂ B̃b(Ṽ ).

Recall from Proposition 4.13 that prD̃i
(Sεk

ε0
(zi)) = T ε0

εk
(zi) and prDi

(T ε0
εk
(zi)) =

Sεk
ε0
(zi). Together with prDi

(S̃i,k) = Si,k, the inclusion Si,k ⊂ Sε0
εk
(zi) is equiv-

alent to

S̃i,k ⊂ T εk
ε0
(zi). (6.35)

34



We first verify that S̃i,1 ⊂ T ε1
ε0
(zi). For x ∈ S̃i,1, x = ⟨prD̃i

φ−L(z), y⟩D̃i
,

where y ∈ K̃i and z ∈ W u(prD̃
b(Ṽ )

φL(v), K̃b(Ṽ )) for v = Γgibsvcuv ∈ Ṽ ∈ Ṽi.

There is a τ ∈ [−α/2, α/2] such that prD̃
b(Ṽ )

φL(v) = φL+τ (v) = Γglbscu ∈

K̃l = Tε/2(Γgl) for l = b(Ṽ ). By Proposition 4.14 (b), z = Γglbscuz . Since

φ−L−τ (prD̃
b(Ṽ )

φL(v)) = v, it follows that Γglbscua−L−τ = Γgibsvcuv . Then

ẑ := φ−L−τ (z) = ΓglbscuaL+τc(uz−u)e−L−τ = Γgibscuv+(uz−u)e−L−τ ∈ D̃i

implies that

ẑ = prD̃i
φ−L(z) = (sẑ, uẑ)

′
zi
,

where

sẑ = s, uẑ = uv + (uz − u)e−L−τ .

The estimate

|uẑ| ≤ ε′0 + 2ε′0e
−L+α/2 ≤ ε′0 + 2ε′0e

−T = ε′1

shows that ẑ ∈ T ε0
ε1
(zi). Since y ∈ K̃i = Tε/2(zi) ⊂ T ε0

ε1
(zi), we have x ∈

T ε0
ε1
(zi) due to the fact that T ε0

ε1
(zi) is a rectangle, and we deduce S̃i,1 ⊂

T ε0
ε1
(zi). In the similar way, we can show that if S̃i,j−1 ⊂ T ε0

εj−1
(zi) for i > 1,

then S̃i,j(zi) ⊂ T ε0
εj
(zi) and hence (6.34) is obtained.

(b) We have

εk = ε0 + ε0(2e
−T ) + · · ·+ ε0(2e

−T )k−1 + ε0(2e
−T )k

=
1− (2e−T )k+1

1− 2e−T
ε0 <

ε0
1− 2e−T

<
3

2
ε0 = ε.

for all k ≥ 1 when T > 3. This implies that Sεk
ε0
(zi) ⊂ Sε(zi) = Bi and

Sε0
εk
(zi) ⊂ Sε(zi) = Bi for all k ≥ 1. Therefore Ri =

∞⋃
k=0

Ri,k ⊂ Bi and

Si =
∞⋃
k=0

Si,k ⊂ Bi.

(c) If xi = ⟨pi, qi⟩Di
∈ Ci, i = 1, 2, then ⟨x1, x2⟩Di

= ⟨⟨p1, q1⟩Di
, ⟨p2, q2⟩Di

⟩Di
=

⟨p1, q2⟩Di
∈ Ci by Lemma 4.18 (d). This shows that each Ci is a rectangle.

Due to (b), it follows that Ci ⊂ Bi.

The next lemma is a key result, which help us prove the final statement

(Lemma 6.19).
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Figure 7: Illustration for the proof of Lemma 6.12

Lemma 6.12. Consider x ∈ Ci.

(a) There is a k so that

φ−L(x) ∈ φ[−α/2,α/2](Ck) and prDi
φLW

s(prDk
φ−L(x), Ck) ⊂ W s(x,Ci).

(b) There is a j so that

φL(x) ∈ φ[−α/2,α/2](Ci) and prDi
φ−LW

u(prDj
φL(x), Ci) ⊂ W u(x,Ci).
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Proof. (a) SinceX = ∪n
i=1φ[−α/2,α/2](Ki), it follows the former, also prDk

φ−L(x)

makes sense. Write x = ⟨x1, x2⟩Di
∈ Ci, where x1 = prDi

φ−L(w1), x2 =

prDi
φL(w2) for w1 ∈ W u(prDj

φL(v1), Sj), w2 ∈ W s(prDk
φ−L(v2), Rk) for

some v1, v2 ∈ S2ε/3(zi); see Figure 7 (a) for an illustration. Write x =

Γgicuxbsx ∈ Ci and prDk
φ−L(x) = φ−L−τ (x) = Γgicuxbsxa−L−τ = Γgkcubs ∈

Ck for some τ ∈ [−α/2, α/2]. If y ∈ W s(prDk
φ−L(x), Ck), then by Proposi-

tion 4.13 (a), y = Γgkcubsy . It follows that

φL+τ (y) = ΓgkcubsaL+τb(sy−s)e−L−τ = Γgjcuxbsx+(sy−s)e−L−τ ∈ W s(x,Di).

This means that prDi
φL(y) = φL+τ (y) ∈ W s(x,Di), and it remains to show

φL+τ (y) ∈ Ci. For, let z = ⟨prDk
φ−L(v2), y⟩Dk

∈ Ck. We check that

prDi
φL(z) ∈ Ci and also prDi

φL(y) = ⟨x, prDi
φL(z)⟩Di

.

Write v2 = Γgicuv2
bsv2 ∈ S2ε/3(zi) and prDk

φ−L(v2) = φ−L−r(v2) =

Γgicuv2
bsv2a−L−r = Γgkcûbŝ ∈ Ck for some r ∈ [−α/2, α/2]. Then z =

Γgkcûbsz yields

φL+r(z) = Γgicuv2
bsv2+(sz−ŝ)e−L−τ ∈ Ci

by the construction of Ci; see the proof of Lemma 6.11 (a). Next, since

y ∈ W s(prDk
φ−L(x), Ck), y = ⟨prDk

φ−L(x), q⟩Dk
for some q ∈ Ck. It follows

from Lemma 4.18 (a) that

z = ⟨prDk
φ−L(v2), y⟩Dk

= ⟨prDk
φ−L(v2), ⟨prDk

φ−L(x), q⟩Dk
⟩Dk

= ⟨prDk
φ−L(v2), q⟩Dk

.

This implies

y = ⟨prDk
φ−L(x), q⟩Dk

= ⟨prDk
φ−L(x), ⟨prDk

φ−L(v2), q⟩Dk
⟩Dk

= ⟨prDk
φ−L(x), z⟩Dk

.

We are in a position to show that prDi
φL(y) = ⟨x, prDi

φL(z)⟩Di
. There is no

loss of generality, we may assume that r ≤ τ . Define

s(t) =

{
t if t ∈ [0, L+ r],

L+ r if t ∈ [L+ r, L+ τ ].
(6.36)

Then s : [0, L+ τ ] → R is continuous with s(0) = 0 and for t ∈ [0, L+ τ ]

dX(φt(φ−L−τ (x)), φs(t)(z)) ≤ dX(φt(φ−L−τ (x)), φt(w2)) + dX(φt(w2), φs(t)(z)).

(6.37)
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Owing to z ∈ W s(w2, Ck) and s(t) = t, t ∈ [0, L + r], it follows that for

t ∈ [0, L+ r]

dX(φt(w2), φs(t)(z)) < εe−t,

whence for t ∈ [L+ r, L+ τ ]

dX(φt(w2), φs(t)(z)) = dX(φt(w2), φL+r(z))

≤ dX(φt(w2), φL+r(w2)) + dX(φL+r(w2), φL+r(z))

≤ 1√
2
|t− (L+ r)|+ ε ≤ 1√

2
|τ − r|+ ε < 2α,

where we have used Lemma 2.2. Hence

dX(φt(w2), φs(t)(z)) < 2α for all t ∈ [0, L+ τ ]. (6.38)

In addition, since x ∈ W u(x2, Ci), dX(φt(x), φt(x2)) < εet for all t ∈ R.
Write φ−L−τ̄ (x2) = w2 for some τ̄ ∈ [−α/2, α/2]. Let us assume that τ ≤ τ̄ .

For t ∈ [0, L+ τ ],

dX(φt(φ−L−τ (x)), φt(w2)) ≤ dX(φt(φ−L−τ (x)), φt+τ−τ̄ (φ−L−τ (x)))

+ dX(φt+τ−τ̄ (φ−L−τ (x)), φt(φ−L−τ̄ (x2)))

<
1√
2
|τ − τ̄ |+ dX(φt−L−τ̄ (x), φt−L−τ̄ (x2))

< α+ ε < 2α. (6.39)

Combining (6.37)-(6.39), we get

dX(φt(z), φs(t)(x)) < 4α < δ2 for all t ∈ [0, L+ τ ].

Apply Lemma 5.3 to obtain ⟨x, φL+r(z)⟩Di
= prDi

φL+τ (y) = prDi
φL(y),

which proves that y ∈ W s(x,Ci).

(b) The former is clear and so prDj
φL(x) makes sense. For w ∈ W u(prDj

φL(x), Cj),

we need to verify that prDi
φ−L(w) ∈ W u(x,Ci). We need the other version

of rectangles. The inclusion is equivalent to prD̃i
φ−LW

u(prD̃j
φL(x̃), C̃j) ⊂

W u(x̃, C̃i), where x̃ = prD̃i
(x), C̃i = prD̃i

(Ci), C̃j = prD̃j
(Cj).

Write x̃ = Γgibsx̃cux̃
∈ C̃i and φL+ν(x̃) = prD̃j

φL(x̃) = Γgjbscu ∈ C̃j

and w̃ = Γgjbscuw̃
∈ W u(prD̃j

φL(x̃), C̃j); see Proposition 4.14 (b). Then
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φ−L−ν(w̃) = Γgibsx̃cux̃+(uw̃−u)e−L−ν ∈ W u(x̃, D̃i). Equivalently, prDi
φ−L(w) ∈

W u(x,Di). Let p = ⟨w,w1⟩Dj
. Analogously to above, we can verify that

prDi
φ−L(p) ∈ Ci and prDi

φ−L(w) = ⟨prDi
φ−L(p), x⟩Di

∈ W u(x,Ci); see

Figure 7 for a depiction. The proof is complete.

Proposition 6.13. If L > ln(4ε/λ), then φ−LW
u(x,Ci) ⊂ φ[−α/2,α/2](Ck)

and φLW
s(x,Ci) ⊂ φ[−α/2,α/2](Cj).

Proof. Write x = Γg ∈ Ci with g ∈ PSL(2,R) and fix L > ln(4ε/λ) or

e−L < 10ε/λ. For any y ∈ W u(x,Ci), y = ⟨z, x⟩Ci
, so y = Γgcuaτ for some

u, τ ∈ [−3ε, 3ε]; see Lemma 4.6. Then

dX(φ−L(y), φ−L+τ (x)) = dX(Γgcua−L+τ ,Γga−L+τ ) ≤ dG(cua−L+τ , a−L+τ )

= dG(cue−L+τ , e) ≤ |u|e−L+τ ≤ 3εe−L+τ < 4εe−L < λ.

This yields φ−L(y) ∈ B(φ−L+τ (x), λ) for all y ∈ W u(x,Ci) and hence φ−LW
u(x,Ci) ⊂

B(φ−L+τ (x), λ). There exists a k ∈ {1, . . . , n} such that

φ−LW
u(x,Ci) ⊂ φ[−α/2,α/2](Ck),

which is the former. Next, if y ∈ W s(x,Ci), then y = ⟨x, z⟩Ci
for some z ∈ Ci

and hence y = Γgbs for some s ∈ [−3ε, 3ε]; see Lemma 4.6. The definition of

dX (see (2.3)) and Lemma 2.1 imply

dX(φL(x), φL(y)) = dX(ΓgaL,ΓgbsaL) ≤ dG(gaL, gbsaL)

< dG(aL, bsaL) = dG(bse−L , e) ≤ |s|e−L ≤ 3εe−L < λ.

This yields φL(y) ∈ B(φL(x), λ) for all y ∈ W s(x,Ci) and so φLW
s(x,Ci) ⊂

B(φL(x), λ). By the property of λ, φLW
s(x,Ci) ⊂ φ[−α/2,α/2](Cj) for some

j ∈ {1, . . . , n}, owing to Condition (d) in Theorem 6.9. The latter is showed.

The next result is helpful afterwards.

Lemma 6.14. Let x, y ∈ Ci and PC (x),PC (y) ∈ Cj. If PC (⟨x, y⟩Ci
) ∈ Cj,

then PC (⟨x, y⟩Ci
) = ⟨PC (x),PC (y)⟩Cj

.

Proof. Let x, y ∈ Ci and PC (x),PC (y) ∈ Cj and let z = ⟨x, y⟩Ci
. We first

show that if PC (z) ∈ Cj, then t(x) = t(z); recall t(x) and t(y) are the first
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return times, PC (x) = φt(x)(x) and PC (z) = φt(z)(z). This means that the

first return time is constant along stable manifold. For, write x = Γgicuxbsx
and PC (x) = φt(x)(x) = Γgjcubs for |ux|, |sx|, |u|, |s| < ε, then φt(x)(z) =

Γgjcubs+(sz−sx)e−t(x) ∈ Dj, which is due to |s+ (sz − sx)e
−t(x)| < 3ε. On the

other hand, PC (z) = φt(z)(z) ∈ Cj ⊂ Dj. Since Dj is a local cross section of

time α, and 0 < t(x), t(z) ≤ α, it follows that PC (z) = φt(x)(z) and t(z) =

t(x). It remains to show that φt(x)(⟨x, y⟩Ci
) = ⟨φt(x)(x), φt(y)(y)⟩Cj

. W.l.o.g,

we may assume that t(y) ≤ t(x). Let τ = t(x) and define s : [0, τ ] → R by

s(t) =

{
t if t ∈ [0, t(y)],

t(y) if t ∈ [t(y), τ ].

Then s is continuous and s(0) = 0. Also φτ (x) = PC (x) and φs(τ)(y) =

PC (y). Furthermore, for t ∈ [0, τ ],

dX(φt(x), φs(t)(y)) ≤ dX(φt(x), x) + dX(x, y) + dX(y, φs(t)(y))

≤ |t|+ |s(t)|+ α < 3α < δ2.

Apply Lemma 5.3 to get φτ (⟨x, y⟩Ci
) = ⟨φτ (x), φs(τ)(y)⟩Cj

, which proves the

lemma.

The next result follows from the previous lemma by induction.

Lemma 6.15. Let K be a positive integer and x, y ∈ X. Suppose that

Pk
C (x) ∈ Cjk ,Pk

C (y) ∈ Cjk for all 0 ≤ k ≤ K. If Pk
C (⟨x, y⟩Cj0

) ∈ Cjk for all

0 ≤ k ≤ K, then PK
C (⟨x, y⟩Cj0

) = ⟨PK
C (x),PK

C (y)⟩CjK
.

For each j, let

Ij = {i : ∃x ∈ intCj with PC (x) ∈ intCi}. (6.40)

For i ∈ Ij, Ci ∩ φ[0,α](Cj) ̸= ∅ and hence Bi ∩ φ[0,α](Bj) ̸= ∅. By Condition

(e’) (see Remark 6.10) on the choice of Di’s, we have Ci ⊂ φ[0,2α](Dj) and

prDj
(Ci) makes sense. For i ∈ Ij, define

Eji = Cj ∩ prDj
(Ci). (6.41)

It is clear that Eji is a rectangle having non-empty interior and we see that

Eji = {x ∈ Cj : x = prDj
(y) for some y ∈ Ci}
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Figure 8: Projection of Ci on Dj and E1
ij, . . . , E

4
ij partition Cj

= {x ∈ Cj : x = φτ (y) for some y ∈ Ci and τ ∈ [−2α, 0]}
= {x ∈ Cj : φυ(x) ∈ Ci for some υ ∈ [0, 2α]}.

Lemma 6.16. Pick z ∈ intEji. The sets

E1
ji = intEji, (6.42)

E2
ji = {y ∈ intCj : ⟨z, y⟩Cj

∈ intEji, ⟨y, z⟩Cj
/∈ Eji}, (6.43)

E3
ji = {y ∈ intCj : ⟨z, y⟩Cj

/∈ Eji, ⟨y, z⟩Cj
∈ intEji}, (6.44)

E4
ji = {y ∈ intCj : ⟨z, y⟩Cj

/∈ Eji, ⟨y, z⟩Cj
/∈ Eji}. (6.45)

are rectangles intersecting only in their boundaries.

Proof. Since Ci and Cj are rectangles, it follows that E1
ji is a rectangle by

Remark 4.8. Denote by G2
ji the set under the closure symbol in (6.43).

For any y1, y2 ∈ G2
ji, we have y1, y2 ∈ intCj and hence ⟨y1, y2⟩ ∈ intCj.

Furthermore, ⟨z, y⟩Cj
= ⟨z, ⟨y1, y2⟩Cj

⟩Cj
= ⟨z, y2⟩Cj

∈ intEji, owing to y2 ∈
G2

ij. Also, ⟨y, z⟩Cj
= ⟨⟨y1, y2⟩Cj

, z⟩Cj
= ⟨y1, z⟩Cj

/∈ intEji due to y1 ∈ G2
ij.

Therefore y = ⟨y1, y2⟩Cj
∈ G2

ji. Since ⟨·, ·⟩Cj
is continuous on Cj × Cj, we

deduce that E2
ij is a rectangle. Analogously, E3

ij, E
4
ij are rectangles.
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In addition,

Cj = E1
ji ∪ E2

ji ∪ E3
ji ∪ E4

ji.

As intEji, G
2
ji, G

3
ji, G

4
ji are pairwise disjoint, E1

ji, E
2
ji, E

3
ji, E

4
ji intersect only

in their boundaries; See Figure 8 for an illustration.

Lemma 6.17. The sets F
a(i)
j :=

⋂
i∈Ij intE

a(i)
ji , a(i) : Ij → {1, 2, 3, 4} are

rectangles and create a cover of Cj. Furthermore, elements in

Cj = {F a(i)
j , a(i) : Ij → {1, 2, 3, 4}}

intersect only in their boundary, and

Uj =
⋃
E∈Cj

intE

is an open dense subset of Cj.

Proof. By Lemma 6.16, E
a(i)
ji are rectangles, so are F

a(i)
j by Remark 4.8 and

it is clear that they are a cover of Cj. The last assertion is obvious.

E3
ji

E4
ji

E2
ji

E1
ji

E1
ji′

E2
ji′E4

ji′

E3
ji′

E3
ji ∩ E1

ji′E1
ji ∩E3

ji′

prDj
(Ci)

prDj
(Ci′)

E1
ji ∩E3

ji′

E3
ji ∩ E2

ji′E3
ji ∩E4

ji′

E4
ji ∩E4

ji′ E4
ji ∩E2

ji′E2
ji ∩ E4

ji′

E1
ji ∩E4

ji′

Cj Cj(a) (b)
Cj

(c)

Figure 9: For Ij = {i, i′}: projections of Ci and Ci′ to Dj create partitions

of Cj in (a) and (b); the set Cj consists of nine sets in (c).
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Denote by PC the Poincaré map for proper family C = {C1, . . . , Cn}. For
a positive integer N , we define

CN =
{
x ∈ C1 ∪ · · · ∪ Cn : Pk

C (x) ∈
n⋃

j=1

Uj for all k = 1, . . . , N
}

(6.46)

and an equivalence relation on CN as follows. For x, y ∈ CN , the relation x
N∼ y

means that, for every k ∈ {1, . . . , N}, Pk
C (x) and Pk

C (y) not only lie the same

Cjk ∈ C but also the same member F
a(i)
jk

of Cjk for some jk ∈ {1, . . . , n}. Let
G1, . . . , Gm denote the equivalence classes. Since N is finite and there are

finitely many Cj and finitely many members in Cj, it follows that m = m(N)

is finite.

Lemma 6.18. The sets G1, . . . , Gm are rectangles in X.

Proof. We follow the proof of Lemma 7.5 in [5]. For p ∈ {1, . . . ,m} fixed, it is
enough to verify that if x, y ∈ Cj0 , x, y ∈ Gp, then z = ⟨x, y⟩Cj0

∈ Gp. Since

Gp is an equivalence class, in order to achieve z ∈ Gp, we must show that

x
N∼ z or y

N∼ z. This means that for each k ∈ {1, . . . , N}, Pk
C (x),Pk

C (y) and

Pk
C (z) belong to the same Cjk for some jk ∈ {1, . . . , n} and the same member

of Cjk . This is clear for k = 0 since Cj0 and F
a(i)
j0

are rectangles. Suppose on

the contrary that it is true for all 0 ≤ k < k′ but not for some k′ ≤ N . Then

Pk′−1
C (x), Pk′−1

C (y) and Pk′−1
C (z) all lie in some Cj; Pk′

C (x), Pk′
C (y) lie in some

Ci′ but Pk′
C (z) lies in a Ci ̸= Ci′ . Then by the definition of Ij (see (6.40)),

i′, i ∈ Ij and i′ ̸= i. It follows from Lemma 6.15 that

⟨Pk′−1
C (x),Pk′−1

C (y)⟩Cj
= Pk′−1

C (⟨x, y⟩Cj0
) = Pk′−1

C (z). (6.47)

Recall that Pk′−1
C (x) and Pk′−1

C (y) lie in the same member of Cj and each

member of Cj is a rectangle. It follows from (6.47) that Pk′−1
C (z) lies in that

member too. Note that z′ := Pk′−1
C (z) ∈ Cj ∩ prDj

(Ci) = Eji, which is due

to z′ ∈ Cj and PC (z
′) ∈ Ci. Then z′ ∈ E1

ji implies that x′ = Pk′−1
C (x) ∈ E1

ji,

owing to that both x′ and z′ lie in the same member of Cj. This yields

φτ (x
′) ∈ Ci for some 0 < τ ≤ 2α. Since PC (x

′) = Pk′
C (x) ∈ Ci′ , there is an s

with 0 < s < τ so that φs(x
′) ∈ Ci′ , and hence

φτ (x
′) = φτ−s(φs(x

′)) ∈ Ci ∩ φ[0,2α](Ci′) ⊂ Di ∩ φ[0,2α](Di′). (6.48)
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On the other hand, x′ ∈ E1
ji′ yields z′ ∈ E1

ji′ . There is 0 < τ ′ ≤ 2α such

that φτ ′(z
′) ∈ Ci′ . Since PC (z

′) ∈ Ci, it follows that φs′(z
′) ∈ Ci for some

0 < s′ < τ ′. As a consequence,

φτ ′(z
′) = φτ ′−s′(φs′(z

′)) ∈ Ci′ ∩ φ[0,2α](Ci) ⊂ Di′ ∩ φ[0,2α](Di),

which is impossible due to (6.48) and Condition (c) in Theorem 6.9. There-

fore, Pk
C (z) lies in the same Cjk as Pk

C (x) and Pk
C (y) for 0 ≤ k ≤ N . In

addition, it follows from Lemma 6.15 that

Pk
C (z) = ⟨Pk

C (x),Pk
C (y)⟩Cjk

.

Since for each k ∈ {1, . . . , n}, Pk
C (x) and Pk

C (y) lie in the same member of

Cj and each member is a rectangle, Pk
C (z) must lie in that member too. We

have shown that if x, y ∈ Gp, then ⟨x, y⟩ ∈ Gp, which implies that Gp is a

rectangle.

Let τ1, . . . , τm be so small distinct numbers that φτ1(G1), . . . , φτm(Gm)

are pairwise disjoint. Using Lemma 6.18, Mp := φτp(Gp), p = 1, . . . ,m are

rectangles. We are going to show that

MN = {M1, . . . ,Mm(N)}

is a Markov partition.

For any p ∈ {1, . . . , N}, there is i = i(q) ∈ {1, . . . , n} such that Gp ⊂
Ci ⊂ Di. Write D̂p = φτp(Di) to have Mp ⊂ D̂p. By Condition (c) in

Theorem 6.9, if i ̸= j, then at least one of the sets D̂i ∩ φ[0,2α](D̂j) and

D̂j ∩ φ[0,2α](D̂i) is empty. Furthermore, X =
⋃m

i=1 φ[−α,0](Ci) implies that

X =
⋃m

j=1 φ[−2α,0](Mj). It follows that MN is a proper family of size 2α.

The final lemma below proves Theorem 6.8.

Lemma 6.19. For N > L
2α
, MN is a Markov partition of time 2α.

Proof. We only need to show that MN satisfies the Markov property; see

Definition 6.4. Denote by PM the corresponding return map of MN and

M∗
N = {x ∈ M1 ∪ · · · ∪MN : Pk

M (x) ∈ intM1 ∪ · · · ∪ intMN for all k ∈ Z}.
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We only prove (Ms). Recall

U(Mp,Mq) = {z ∈ M∗
N , z ∈ Mp,PM (z) ∈ Mq}.

We must show that W s(x′,Mp) ⊂ U(Mp,Mq) for x′ ∈ U(Mp,Mq). Since

U(Mp,Mq) is closed, U(Mp,Mq)∩M∗
N is dense in U(Mp,Mq), andW s(x′,Mp)

varies continuously with x′, it is enough to show the inclusion for x′ ∈
U(Mp,Mq)∩M∗

N . Also, due to W s(x′,Mp)∩φτp(Gp) is dense in W s(x′,Mp),

it remains to show y′ ∈ U(Mp,Mq) for y
′ = φτp(y) with y ∈ W s(x,Gp) ∩Gp;

here x′ = φτp(x). It is enough to show that PC (y) ∈ W s(PC (x), Gq).

Let

Pk
C (x) ∈ Cjk for 1 ≤ k ≤ N.

Since x
N∼ y, xk := Pk

C (x) and yk := Pk
C (y) are in the same Cjk and in the

same member of Cjk for all 0 ≤ k ≤ N . Due to y ∈ W s(x,Gp), y = ⟨x, z⟩Gp

for some z ∈ Gp. We have x, y, z ∈ Cj0 and PC (x),PC (y),PC (z) ∈ Cj1 .

Apply Lemma 6.14 to have PC (y) = ⟨PC (x),PC (z)⟩Cj1
and also PC (y) ∈

W s(PC (x), Cj1). In order to achieve PC (y) ∈ W s(PC (x), Gq), we must show

PC (y) ∈ Gq, or equivalently, PC (y)
N∼ PC (x). Owing to the fact that y

N∼ x,

it remains to show PN+1
C (x) and PN+1

C (y) are in the same CjN+1
and the same

member of CjN+1
.

Let

xN+1 = PN+1
C (x) ∈ CjN+1

and yN+1 = prDjN+1
(PN

C (y)) ∈ DjN+1
.

We first claim that

yN+1 ∈ W s(xN+1, CjN+1
). (6.49)

By Lemma 6.12 (a), there is l ∈ {1, . . . , n} such that φ−L(xN+1) ∈ φ[−α/2,α/2](Cl)

and

prDjN+1
φLW

s(prDl
φ−L(xN+1), Cl) ⊂ W s(xN+1, CjN+1

).

For N > L
2α
, there is a k ∈ {0, . . . , N} such that

prDl
φ−L(xN+1) = P−k

C (xN) = PN−k
C (x).

Furthermore, using x
N∼ y and y ∈ W s(x,Cj0), it follows from Lemma 6.15

that P−k
C (yN) ∈ W s(P−k

C (xN), Cl), and also

yN+1 = prDjN+1
φL(P−k

C (yN)) ∈ W s(xN+1, CjN+1
),
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which is (6.49). As a result, yN+1 ∈ CjN+1
.

Next, we check that xN+1, yN+1 are in the same member of CjN+1
and

also yN+1 = PC (yN). We first suppose that xN+1, yN+1 are not in the same

member of CjN+1
. Then there is some i ∈ IjN+1

for which xN+1 and yN+1

are in different Ea
jN+1i

’s; see Figure 9. Taking z′ ∈ intEjN+1i, due to (6.49),

⟨yN+1, z
′⟩Cj1

= ⟨xN+1, z
′⟩Cj,N+1

by Lemma 4.18. Since xN+1 and yN+1 are

in different Ea
jN+1

’s, we may assume that x̂ := ⟨z′, xN+1⟩CjN+1
∈ EjN+1i and

ŷ := ⟨z′, yN+1⟩CjN+1
/∈ EjN+1i; see (6.42)-(6.45). Then x̄ = prDi

(x̂) ∈ Ci and

ȳ = prDi
(ŷ) /∈ Ci. Let y′N+1 = prDi

(yN+1) and x′
N+1 = prDi

(xN+1). Using

Lemma 6.12 (a), there is s ∈ {1, . . . , n} so that φ−L(x̄) ∈ φ[−α/2,α/2](Cs) and

prDi
φLW

s(prDs
φ−L(x̄), Cs) ⊂ W s(prDi

(x̄), Ci). (6.50)

Furthermore, due to N > L
2α
, there is k′ ∈ {0, . . . , N} such that PN−k′

C (x) =

P−k′
C (xN+1) = prDs

φ−L(x
′
N+1) ∈ Cs. Also PN−k′

C (y) = P−k′
C (yN) = P−k′

C (yN) ∈
Cs since y N∼ x. Owing to

ŷ = ⟨z′, yN+1⟩DjN+1
= ⟨⟨z′, xN+1⟩DjN+1

, yN+1⟩DjN+1
= ⟨x̂, yN+1⟩DjN+1

,

we get

ȳ = prDi
(ŷ) = ⟨prDi

(x̂), prDi
(yN+1)⟩Di

= ⟨x̄, y′N+1⟩Di

by Lemma 5.3. Also, apply Lemma 5.3 again to obtain

prDs
φ−L(ȳ) = ⟨prDs

φ−L(x̄), prDs
φ−L(y

′
N+1)⟩Ds

= ⟨prDs
φ−L(x̄),P−k′

C (yN)⟩Cs ∈ W s(prDs
φ−L(x̄), Cs).

It follows from (6.50) that

ȳ = prDi
φL(prDs

φ−L(ȳ)) ∈ W s(x̄, Ci) ⊂ Ci,

which contradicts ȳ /∈ Ci and hence xN+1, yN+1 are in the same member of

CjN+1
.

Next, we verify that yN+1 = PC (yN). Suppose on the contrary that

PC (yN) = ȳN+1 ∈ Ck for some k ̸= jN+1. Then yN ∈ EjNk implies that

xN ∈ EjNk since xN , yN belong to the same member of CjN . There is τ ∈
(t(xN), 2α] such that φτ (xN) ∈ Ck. This implies

φτ (xN) = φτ−t(xN )(xN+1) ∈ Ck∩φ[0,2α](CjN+1
) ⊂ Dk∩φ[0,2α](DjN+1

). (6.51)
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On the other hand, yN+1 = φs(yN) ∈ DjN+1
for some s ∈ (0, 2α] and ȳN+1 =

φt(yN )(yN) ∈ Ck with 0 < t(yN) < s. Then

yN+1 = φs(yN) = φs−t(yN )(ȳN+1) ∈ DjN+1
∩ φ[0,2α](Dk), (6.52)

which is impossible due to (6.51) and Condition (e) in Theorem 6.9. There-

fore, yN+1 = PC (yN) and so y1
N∼ x1. To summarize, we have proved that

PC (y) ∈ Gq as well as y1 ∈ W s(x1, Gq). This completes the proof of (Ms).

The proof of (Mu) is analogous.
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