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#### Abstract

It is well-known that hyperbolic flows admit Markov partitions of arbitrarily small size. However, the constructions of Markov partitions for general hyperbolic flows are very abstract and not easy to understand. To establish a more detailed understanding of Markov partitions, in this paper we consider the geodesic flow on Riemann surfaces of constant negative curvature. We provide a rigorous construction of Markov partitions for this hyperbolic flow with explicit forms of rectangles and local cross sections. The local product structure is also calculated in detail.
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## 1 Introduction

Symbolic dynamics has had a great history development and is a very useful method to study general dynamical systems. Instead of working on general dynamical systems, one can consider respective symbolic systems via
symbolic dynamics. The symbolic dynamics of a dynamical system is constructed from Markov partitions, which have been attracting a lot of mathematicians. In 1967, a Markov partition for hyperbolic diffeomorphisms on 2-torus was constructed by Adler and Weiss in [1]. Then Sinai [22, 21] used successive approximations to construct a Markov partition for arbitrary $C$ diffeomorphisms. Bowen [4] used Sinai's method to give a construction of Markov partitions for Smale's Axiom A diffeomorphisms with the help of Smale's Spectral Decomposition Theorem in [23]. In the case of $C$-flows on three-dimensional manifolds, a construction of Markov partitions was given by Ratner [19]. The author also introduced a Markov partition for transitive Anosov flows (so-called $C$-flows) on $n$-dimensional manifolds [20]. In 1973, Bowen modified and generalized the construction in [4] to have a Markov partition for $C^{1}$-hyperbolic flows in [5], which has become a classic reference. Pollicott [12] then constructed symbolic dynamics for Smale flows, which is a class of continuous flows on metric spaces provided a local product structure. The result generalizes Bowen's construction of symbolic dynamics for $C^{1}$ hyperbolic flows in [5]. The problem is that all the constructions of Markov partitions mentioned above are very abstract and not easy to understand.

Pollicott and Sharp have found symbolic dynamics very useful in counting closed orbits for hyperbolic flows [17] and presenting asymptotic estimates for pairs of closed geodesics whose length differences lie in a prescribed family of shrinking intervals [16]; see also [14, 15] for other applications. Under supervision of Knieper, Bieder in his PhD thesis [3] used symbolic dynamics to construct partner orbits for hyperbolic flows. The purpose of construction of symbolic dynamics is to prove that a hyperbolic flow is semiconjugated to a hyperbolic symbolic flow, in which the symbolic dynamics must be constructed from a Markov partition. A Markov partition is family of rectangles satisfying the Markov property. Then one can associate to a hyperbolic flow a mixing subshift of finite type $\sigma: \Lambda \rightarrow \Lambda$ and a Hölder continuous function $r: \Lambda \rightarrow \mathbb{R}$ such that, with at most a finite number of exceptions, the prime periodic orbit $\left\{x, \sigma x, \ldots, \sigma^{k-1} x\right\}$ corresponds to the prime periodic orbit $\gamma$ whose word length and length are given by $|\gamma|=k$ and $l_{\gamma}=r^{k}(x)=r(x)+r(\sigma x)+\cdots+r\left(\sigma^{k-1} x\right)$, respectively; where $\Lambda=\left\{x=\left(x_{n}\right)_{n=-\infty}^{\infty}: A\left(x_{n}, x_{n+1}\right)=1, \forall n \in \mathbb{Z}\right\}, A$ is the corresponding adjacency matrix with entries 0 or 1 of the Markov partition and $x_{n}$ are the symbols of rectangles in the Markov partition. Thus instead of working on
the original hyperbolic flow, this viewpoint offers several advantages.
The main tool for the construction of the hyperbolic symbolic flow is the existence of a Markov partition for a basic set. However, for general hyperbolic flows, Markov partitions are not explicit and their constructions are not easy to understand as mentioned above. For instance, there are several results in [5] which need to be carefully verified. To establish a more detailed understanding of Markov partitions, in this paper we consider a concrete hyperbolic dynamical system, namely the geodesic flow on compact Riemann surfaces of constant negative curvature. We introduce explicit forms of rectangles as well as local cross sections. This leads to a more explicit and intuitive Markov partition for the system. Coordinalization of Poincaré sections helps us calculate the local product structure in detail and prove the existence of a pre-Markov partition. Especially, we even could somewhat simplify [5], in that we do not need several of the lemmas in this work. In addition, all important results in [5] in relevant to Markov partitions are rigorously verified.

The paper is organized as follows. In the next section, we give an introduction to the theory of the geodesic flow on compact factors of the hyperbolic plane with auxiliary results that will be used in this paper. Section 3 studies local product structure of the flow with specific calculations. Section 4 presents explicit forms of local cross sections and rectangles. Expansivity of the flow is studied in Section 5. The final section provides a rigorous construction of Markov partitions for the flow.

## 2 The geodesic flow on compact factors of the hyperbolic plane

We consider the geodesic flow on compact Riemann surfaces of constant negative curvature. It is well-known that any compact orientable surface with a metric of constant negative curvature is isometric to a factor $\Gamma \backslash \mathbb{H}^{2}$, where $\mathbb{H}^{2}=\{z=x+i y \in \mathbb{C}: y>0\}$ is the hyperbolic plane endowed with the hyperbolic metric $d s^{2}=\frac{d x^{2}+d y^{2}}{y^{2}}$ and $\Gamma$ is a discrete subgroup of the projective Lie group $\operatorname{PSL}(2, \mathbb{R})=\operatorname{SL}(2, \mathbb{R}) /\left\{ \pm E_{2}\right\}$; here $\operatorname{SL}(2, \mathbb{R})$ is the group of all real $2 \times 2$ matrices with unity determinant, and $E_{2}$ denotes the unit matrix. The group $\operatorname{PSL}(2, \mathbb{R})$ acts transitively on $\mathbb{H}^{2}$ by Möbius
transformations $z \mapsto \frac{a z+b}{c z+d}$. If the action is free (of fixed points), then the factor $\Gamma \backslash \mathbb{H}^{2}$ has a Riemann surface structure. Such a surface is a closed Riemann surface of genus at least 2 and has the hyperbolic plane $\mathbb{H}^{2}$ as the universal covering. The geodesic flow $\left(\varphi_{t}^{\mathcal{X}}\right)_{t \in \mathbb{R}}$ on the unit tangent bundle $\mathcal{X}=T^{1}\left(\Gamma \backslash \mathbb{H}^{2}\right)$ goes along the unit speed geodesics on $\Gamma \backslash \mathbb{H}^{2}$.

On the other hand, the unit tangent bundle $T^{1}\left(\Gamma \backslash \mathbb{H}^{2}\right)$ is isometric to the quotient space $\Gamma \backslash \operatorname{PSL}(2, \mathbb{R})=\{\Gamma g, g \in \operatorname{PSL}(2, \mathbb{R})\}$, which is the system of right co-sets of $\Gamma$ in $\operatorname{PSL}(2, \mathbb{R})$, by an isometry $\Xi$. Then the geodesic flow $\left(\varphi_{t}^{\mathcal{X}}\right)_{t \in \mathbb{R}}$ can be equivalently described as the natural 'quotient flow'

$$
\begin{equation*}
\varphi_{t}^{X}(\Gamma g)=\Gamma g a_{t} \tag{2.1}
\end{equation*}
$$

on $X=\Gamma \backslash \operatorname{PSL}(2, \mathbb{R})$ associated to the flow $\phi_{t}(g)=g a_{t}$ on $\operatorname{PSL}(2, \mathbb{R})$ by the conjugate relation

$$
\varphi_{t}^{\mathcal{X}}=\Xi^{-1} \circ \varphi_{t}^{X} \circ \Xi \text { for all } t \in \mathbb{R} .
$$

Here $a_{t} \in \operatorname{PSL}(2, \mathbb{R})$ denotes the equivalence class obtained from the matrix $A_{t}=\left(\begin{array}{cc}e^{t / 2} & 0 \\ 0 & e^{-t / 2}\end{array}\right) \in \mathrm{SL}(2, \mathbb{R})$.

There are some more advantages to work on $X=\Gamma \backslash \operatorname{PSL}(2, \mathbb{R})$ rather than on $\mathcal{X}=T^{1}\left(\Gamma \backslash \mathbb{H}^{2}\right)$. One can calculate explicitly the stable and unstable manifolds at a point $x$ to be

$$
\begin{equation*}
W_{X}^{s}(x)=\left\{\theta_{t}^{X}(x), t \in \mathbb{R}\right\} \quad \text { and } \quad W_{X}^{u}(x)=\left\{\eta_{t}^{X}(x), t \in \mathbb{R}\right\} \tag{2.2}
\end{equation*}
$$

where $\left(\theta_{t}^{X}\right)_{t \in \mathbb{R}}$ and $\left(\eta_{t}^{X}\right)_{t \in \mathbb{R}}$ are the stable horocycle flow and unstable horocycle flow defined by $\theta_{t}^{X}(\Gamma g)=\Gamma g b_{t}$ and $\eta_{t}^{X}(\Gamma g)=\Gamma g c_{t}$; here $b_{t}, c_{t} \in \operatorname{PSL}(2, \mathbb{R})$ denote the equivalence classes obtained from $B_{t}=\left(\begin{array}{cc}1 & t \\ 0 & 1\end{array}\right), C_{t}=\left(\begin{array}{cc}1 & 0 \\ t & 1\end{array}\right) \in$ $\operatorname{SL}(2, \mathbb{R})$. The flow $\left(\varphi_{t}^{X}\right)_{t \in \mathbb{R}}$ is hyperbolic, that is, for every $x \in X$ there exists an orthogonal and $\left(\varphi_{t}^{X}\right)_{t \in \mathbb{R}^{\mathbb{R}}}$-stable splitting of the tangent space $T_{x} X$

$$
T_{x} X=E^{0}(x) \oplus E^{s}(x) \oplus E^{u}(x)
$$

such that the differential of the flow $\left(\varphi_{t}^{X}\right)_{t \in \mathbb{R}}$ is uniformly expanding on $E^{u}(x)$, uniformly contracting on $E^{s}(x)$ and isometric on $E^{0}(x)=\operatorname{span}\left\{\left.\frac{d}{d t} \varphi_{t}^{X}(x)\right|_{t=0}\right\}$. One can choose

$$
E^{s}(x)=\operatorname{span}\left\{\left.\frac{d}{d t} \theta_{t}^{X}(x)\right|_{t=0}\right\} \quad \text { and } \quad E^{u}(x)=\operatorname{span}\left\{\left.\frac{d}{d t} \eta_{t}^{X}(x)\right|_{t=0}\right\}
$$

General references for this section are [2, 7, 11], and these works may be consulted for the proofs to all results which are stated above. In what follows, we will drop the superscript $X$ from $\left(\varphi_{t}^{X}\right)_{t \in \mathbb{R}},\left(\theta_{t}^{X}\right)_{t \in \mathbb{R}},\left(\eta_{t}^{X}\right)_{t \in \mathbb{R}}$ to simplify notation.

### 2.1 Distance on $\Gamma \backslash \operatorname{PSL}(2, \mathbb{R})$

Lemma 2.1. There is a natural Riemannian metric on $\mathrm{G}=\mathrm{PSL}(2, \mathbb{R})$ such that the induced metric function $d_{\mathrm{G}}$ is left-invariant under G and

$$
d_{\mathrm{G}}\left(a_{t}, e\right)=\frac{1}{\sqrt{2}}|t|, \quad d_{\mathrm{G}}\left(b_{t}, e\right) \leq|t|, \quad d_{\mathrm{G}}\left(c_{t}, e\right) \leq|t| \quad \text { for all } \quad t \in \mathbb{R}
$$

where $e=\pi\left(E_{2}\right)$ is the unity of G .
See [7, Subsection 9.3] for more details.
We define a metric function $d_{X}$ on $X=\Gamma \backslash \operatorname{PSL}(2, \mathbb{R})$ by

$$
\begin{equation*}
d_{X}\left(x_{1}, x_{2}\right)=\inf _{\gamma_{1}, \gamma_{2} \in \Gamma} d_{\mathbf{G}}\left(\gamma_{1} g_{1}, \gamma_{2} g_{2}\right)=\inf _{\gamma \in \Gamma} d_{\mathbf{G}}\left(g_{1}, \gamma g_{2}\right), \tag{2.3}
\end{equation*}
$$

where $x_{1}=\Gamma g_{1}, x_{2}=\Gamma g_{2}$. In fact, if $X$ is compact, one can prove that the infimum is a minimum:

$$
d_{X}\left(x_{1}, x_{2}\right)=\min _{\gamma \in \Gamma} d_{\mathrm{G}}\left(g_{1}, \gamma g_{2}\right)
$$

Lemma 2.2. For any $x \in X$ and $t, s \in \mathbb{R}$, one has

$$
d_{X}\left(\varphi_{t}(x), \varphi_{s}(x)\right) \leq \frac{1}{\sqrt{2}}|t-s|
$$

Proof. Suppose $x=\Gamma g$ for some $g \in \operatorname{PSL}(2, \mathbb{R})$, then

$$
\begin{aligned}
d_{X}\left(\varphi_{t}(x), \varphi_{s}(x)\right) & =d_{X}\left(\Gamma g a_{t}, \Gamma g a_{s}\right) \leq d_{\mathrm{G}}\left(g a_{t}, g a_{s}\right) \\
& =d_{\mathrm{G}}\left(a_{t}, a_{s}\right)=d_{\mathrm{G}}\left(a_{t-s}, e\right)=\frac{1}{\sqrt{2}}|t-s|
\end{aligned}
$$

It is well-known that the Riemann surface $\Gamma \backslash \mathbb{H}^{2}$ is compact if and only if the quotient space $X=\Gamma \backslash \operatorname{PSL}(2, \mathbb{R})$ is compact. It is possible to derive a uniform lower bound on $d_{\mathrm{G}}(g, \gamma g)$ for $g \in \operatorname{PSL}(2, \mathbb{R})$ and $\gamma \in \Gamma \backslash\{e\}$.

Lemma 2.3. If the space $X=\Gamma \backslash \operatorname{PSL}(2, \mathbb{R})$ is compact, then there exists $0<\sigma_{*}<1$ such that

$$
d_{\mathrm{G}}(\gamma g, g)>\sigma_{*} \quad \text { for all } \quad \gamma \in \Gamma \backslash\{e\} .
$$

The number $\sigma_{*}$ is called an injectivity radius. See [18, Lemma 1, p. 237] for a similar result on $\Gamma \backslash \mathbb{H}^{2}$.

### 2.2 Poincaré sections

Definition 2.4 (Poincaré section). Let $x \in X$ and $\varepsilon>0$. The (closed) Poincaré section of radius $\varepsilon$ at $x$ is defined by

$$
P_{\varepsilon}(x)=\left\{\left(\theta_{s} \circ \eta_{u}\right)(x):|u| \leq \varepsilon,|s| \leq \varepsilon\right\}=\left\{\Gamma g c_{u} b_{s}:|u| \leq \varepsilon,|s| \leq \varepsilon\right\},
$$

where $g \in \mathrm{G}$ is such that $x=\Gamma g$; see Figure 2(a) for an illustration.
Another version of Poincaré section is

$$
\widetilde{P}_{\varepsilon}(x)=\left\{\left(\eta_{u} \circ \theta_{s}\right)(x):|u| \leq \varepsilon,|s| \leq \varepsilon\right\}=\left\{\Gamma g b_{s} c_{u}:|s| \leq \varepsilon,|u| \leq \varepsilon\right\}
$$

Note that both sets do not depend on the choice of $g \in G$ such that $x=\Gamma g$. Similarly to open Poincaré sections in [9] one can coordinalize Poincaré sections in the case that the radius is small enough.

Lemma 2.5. Let $X$ be compact, $\varepsilon \in\left(0, \sigma_{*} / 4\right)$, and $x=\Gamma g$ for $g \in \mathrm{G}$. (a) For every $y \in P_{\varepsilon}(x)$ there exists a unique couple $(u, s) \in[-\varepsilon, \varepsilon] \times[-\varepsilon, \varepsilon]$ such that $y=\Gamma g c_{u} b_{s}$. Then we write $y=(u, s)_{x}$.
(b) For every $y \in \widetilde{P}_{\varepsilon}(x)$ there exists a unique couple $(s, u) \in[-\varepsilon, \varepsilon] \times[-\varepsilon, \varepsilon]$ such that $y=\Gamma g b_{s} c_{u}$. Then we write $y=(s, u)_{x}^{\prime}$.

See [9, Lemma 2.1] for a proof.

### 2.3 Some auxiliary results

Lemma 2.6. Let $g=[G] \in \operatorname{PSL}(2, \mathbb{R})$ for $G=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \operatorname{SL}(2, \mathbb{R})$.
(a) If $a \neq 0$, then $g=c_{u} b_{s} a_{t}$ for

$$
\begin{equation*}
t=2 \ln |a|, \quad s=a b, \quad u=\frac{c}{a} . \tag{2.4}
\end{equation*}
$$

(b) If $d \neq 0$, then $g=a_{t} b_{s} c_{u}$ for

$$
t=-2 \ln |d|, \quad s=d, \quad u=\frac{c}{d}
$$

See [8, Lemma 2.3] for a proof of (a). A similar argument can be applied for (b).

Lemma 2.7. For every $\varepsilon>0$ there is $\delta=\delta(\varepsilon)>0$ with the following property. If $g \in \operatorname{PSL}(2, \mathbb{R})$ is such that $d_{\mathrm{G}}(g, e)<\delta$, then there are

$$
G=\left(\begin{array}{ll}
g_{11} & g_{12} \\
g_{21} & g_{22}
\end{array}\right) \in \mathrm{SL}(2, \mathbb{R})
$$

satisfying $g=\pi(G)$ and $\left|g_{11}-1\right|+\left|g_{12}\right|+\left|g_{21}\right|+\left|g_{22}-1\right|<\varepsilon$.
See [8, Lemma 2.17] for a proof.
Lemma 2.8. For every $\varepsilon>0$, there exists $\rho=\rho(\varepsilon)>0$ with the following property. For $x=\Gamma g, z=\Gamma g c_{u} b_{s}$ with $|s|,|u|<\sigma_{*} / 8$ and $L>0$. Then
(a) if $d_{X}\left(\varphi_{t}(x), \varphi_{t}(z)\right)<3 \rho$ for $t \in[-L, 0]$, then $|s|<\varepsilon e^{-T}$;
(b) if $d_{X}\left(\varphi_{t}(x), \varphi_{t}(z)\right)<3 \rho$ for $t \in[0, L]$, then $|u|<\varepsilon e^{-T}$.

See [9, Theorem 2.1] for a proof.

## 3 Local product structure

In this section we construct local product structure for the system. We use explicit forms of (local) stable and unstable manifolds to calculate local product structure in detail.

Definition 3.1. Let $x \in X$ and $\varepsilon>0$. The local stable and local unstable manifold at $x$ are given by

$$
W_{\varepsilon}^{s}(x)=\left\{\theta_{s}(x):|s|<\varepsilon\right\}=\left\{\Gamma g b_{s}:|s|<\varepsilon\right\}
$$

and

$$
W_{\varepsilon}^{u}(x)=\left\{\eta_{u}(x):|u|<\varepsilon\right\}=\left\{\Gamma g c_{u}:|u|<\varepsilon\right\} .
$$

Note that both sets are independent of the choice of $g \in \operatorname{PSL}(2, \mathbb{R})$ such that $x=\Gamma g$. We also need the notion of local weak-stable and local weakunstable manifold:

$$
\begin{aligned}
W_{\varepsilon}^{w s}(x) & =\left\{\Gamma g a_{t} b_{s}:|t|<\varepsilon,|s|<\varepsilon\right\}, \\
W_{\varepsilon}^{w u}(x) & =\left\{\Gamma g a_{t} c_{u}:|t|<\varepsilon,|u|<\varepsilon\right\} .
\end{aligned}
$$

Lemma 3.2. Let $\varepsilon \in\left(0, \sigma_{*} / 5\right)$. There exists a $\delta=\delta(\varepsilon)>0$ with the following property. If $x, y \in X$ satisfy $d_{X}(x, y)<\delta$, then the intersection

$$
W_{\varepsilon}^{w s}(x) \cap W_{\varepsilon}^{u}(y)
$$

consists of a unique point, and furthermore the intersection

$$
W_{\varepsilon}^{w u}(x) \cap W_{\varepsilon}^{s}(y)
$$

consists of a unique point.
Proof. We prove the first assertion only. In order to show that such a $z \in$ $W_{\varepsilon}^{w s}(x) \cap W_{\varepsilon}^{u}(y)$ does exist, note that according to Lemma 2.7 there is $\delta=$ $\delta(\varepsilon)>0$ so that the following holds. If $u \in \mathrm{G}$ and $d_{\mathrm{G}}(u, e)<\delta$, then there is

$$
A=\left(\begin{array}{ll}
a & b  \tag{3.5}\\
c & d
\end{array}\right) \in \mathrm{SL}(2, \mathbb{R})
$$

such that $u=\pi(A)$ and $|a-1|+|b|+|c|+|d-1|<\min \left\{\frac{1}{2}, \frac{\varepsilon}{4}\right\}$. Fix $x, y \in X$ with $d_{X}(x, y)<\delta$. Let $g \in \mathrm{G}$ and $h \in \mathrm{G}$ satisfy $x=\Gamma g$ and $y=\Gamma h$ as well as $d_{X}(x, y)=d_{\mathrm{G}}(g, h)$. Then

$$
d_{\mathrm{G}}\left(g^{-1} h, e\right)=d_{\mathrm{G}}(g, h)=d_{X}(x, y)<\delta,
$$

and hence there is $A \in \mathrm{SL}(2, \mathbb{R})$ as in (3.5) such that $g^{-1} h=[A]$ and $\mid a-$ $1\left|+|b|+|c|+|d-1|<\min \left\{\frac{1}{2}, \frac{\varepsilon}{4}\right\}\right.$; then in particular $d \in[1 / 2,3 / 2]$ holds. We can write $g^{-1} h=a_{t} b_{s} c_{u}$ for

$$
t=-2 \ln d, \quad s=b d, \quad u=\frac{c}{d} .
$$

Then $h c_{-u}=g a_{t} b_{s}$ and also $|t|=2|\ln d| \leq 4|d-1|<\varepsilon$ due to $\mid \ln (1+$ $z)|\leq 2| z \mid$ for $|z| \leq 1 / 2$. Furthermore, $|s|=|b||d| \leq 2|b|<\varepsilon / 2$ and $|u|=$
$\frac{|c|}{|d|} \leq 2|c|<\varepsilon / 2$. Therefore if we put $z=\Gamma g a_{t} b_{s}=\Gamma h c_{-u} \in X$, then $z \in W_{\varepsilon}^{w s}(x) \cap W_{\varepsilon}^{u}(y)$. It remains to prove that the intersection point is unique. To establish this assertion, suppose that also $z^{\prime} \in W_{\varepsilon}^{w s}(x) \cap W_{\varepsilon}^{u}(y)$. Then $z^{\prime}=\Gamma g a_{t^{\prime}} b_{s^{\prime}}=\Gamma h c_{-u^{\prime}}$ for some $\left|t^{\prime}\right|,\left|s^{\prime}\right|,\left|u^{\prime}\right|<\varepsilon$. Hence $\Gamma h c_{u} a_{t} b_{s}=$ $\Gamma g=\Gamma h c_{u^{\prime}} a_{t^{\prime}} b_{s^{\prime}}$, which means that $h c_{u} a_{t} b_{s}=\gamma h c_{u^{\prime}} a_{t^{\prime}} b_{s^{\prime}}$ for an appropriate element $\gamma \in \Gamma$. This yields

$$
\begin{aligned}
d_{\mathrm{G}}\left(\gamma h c_{u^{\prime}} a_{t^{\prime}} b_{s^{\prime}}, h c_{u^{\prime}} a_{t^{\prime}} b_{s^{\prime}}\right) & =d_{\mathrm{G}}\left(h c_{u} a_{t} b_{s}, h c_{u^{\prime}} a_{t^{\prime}} b_{s^{\prime}}\right)=d_{\mathrm{G}}\left(c_{u} a_{t} b_{s}, c_{u^{\prime}} a_{t^{\prime}} b_{s^{\prime}}\right) \\
& \leq d_{\mathrm{G}}\left(c_{u} a_{t} b_{s}, e\right)+d_{\mathrm{G}}\left(c_{u^{\prime}} a_{t^{\prime}} b_{s^{\prime}}, e\right) \\
& \leq|u|+\frac{1}{\sqrt{2}}|t|+|s|+\left|u^{\prime}\right|+\frac{1}{\sqrt{2}}\left|t^{\prime}\right|+\left|s^{\prime}\right|<5 \varepsilon<\sigma_{*}
\end{aligned}
$$

From the property of $\sigma_{*}$ we deduce that $\gamma=e$ and therefore $c_{u} a_{t} b_{s}=c_{u^{\prime}} a_{t^{\prime}} b_{s^{\prime}}$. Multiplying out the matrices we obtain $u=u^{\prime}, t=t^{\prime}$, and $s=s^{\prime}$, and accordingly $z=\Gamma g b_{-s}=\Gamma g b_{-s^{\prime}}=z^{\prime}$.
Corollary 3.3 (Local product structure). Let $\varepsilon \in\left(0, \sigma_{*} / 5\right)$. There exists a positive number $\delta=\delta(\varepsilon)$ with the following property. If $x, y \in X$ and $d_{X}(x, y) \leq \delta$, then there is a unique $v=v(x, y) \in \mathbb{R},|v| \leq \varepsilon$ such that

$$
W_{\varepsilon}^{s}\left(\varphi_{v}(x)\right) \cap W_{\varepsilon}^{u}(y) \neq \varnothing
$$

More precisely, the intersection is a single point, denoted by $\langle x, y\rangle$. Furthermore, the map $\langle\cdot, \cdot\rangle$ is continuous on $\left\{(x, y) \in X \times X: d_{X}(x, y)<\delta\right\}$.
Proof. Let $\varepsilon \in\left(0, \sigma_{*} / 5\right)$ and let $\delta=\delta(\varepsilon)$ be as in Lemma 3.2. Let $x, y \in X$ be such that $d_{X}(x, y)<\delta$. Then $W_{\varepsilon}^{w s}(x) \cap W_{\varepsilon}^{u}(y) \neq \varnothing$, i.e., if $x=\Gamma g$ and $y=\Gamma h$, then there are $s, v, u \in(-\varepsilon, \varepsilon)$ such that $\Gamma g a_{v} b_{s}=\Gamma h c_{u}$. Since $\varphi_{v}(x)=\Gamma g a_{v}$ we have

$$
W_{\varepsilon}^{s}\left(\varphi_{v}(x)\right)=\left\{\Gamma g a_{v} b_{s^{\prime}}:\left|s^{\prime}\right|<\varepsilon\right\}
$$

and hence $\Gamma g a_{t} b_{s}=\Gamma h c_{u} \in W_{\varepsilon}^{s}\left(\varphi_{v}(x)\right) \cap W_{\varepsilon}^{u}(y)$. If also $W_{\varepsilon}^{s}\left(\varphi_{v^{\prime}}(x)\right) \cap W_{\varepsilon}^{u}(y) \neq$ $\varnothing$ for some $\left|v^{\prime}\right|<\varepsilon$, then $\Gamma g a_{v^{\prime}} b_{s^{\prime}}=\Gamma h c_{u^{\prime}}$ for appropriate $\left|s^{\prime}\right|,\left|u^{\prime}\right|<\varepsilon$. From Lemma 3.2 we obtain $v=v^{\prime}, s=s^{\prime}$, and $u=u^{\prime}$, so that $v$ is unique. That the intersection is a single point also follows from Lemma 3.2; see Figure 1 for an illustration. The last assertion is obvious.

Fix $\varepsilon \in\left(0, \sigma_{*} / 5\right)$ and let $\delta_{1}=\delta(\varepsilon)$ from Corollary 3.3 above. Define $\delta_{2}=\min \left\{\delta\left(\frac{\delta_{1}}{3}\right), \frac{\delta_{1}}{3}\right\}$. We also have a similar result to [4, Lemma 6].


Figure 1: Local product structure
Lemma 3.4. Let $x, y, z, w \in X$ be such that $\operatorname{diam}\{x, y, z, w\}<\delta_{2}$. Then
(a) $\langle\langle x, y\rangle, z\rangle=\langle x,\langle y, z\rangle\rangle=\langle x, z\rangle$;
(b) $\langle\langle x, y\rangle,\langle z, w\rangle\rangle=\langle x, w\rangle$.

Proof. For $x, y, z, w \in X$, we first check that all the notations make sense if $\operatorname{diam}\{x, y, z, w\}<\delta_{2}$. Obviously $\langle a, b\rangle$ makes sense for all $a, b \in\{x, y, z, w\}$. Write $y=\Gamma g$ and $w=\Gamma h$ for $g, h \in \operatorname{PSL}(2, \mathbb{R})$. By the proof of Lemma 3.2, $\langle x, y\rangle=\Gamma g c_{u_{1}}$ for some $\left|u_{1}\right|<\delta_{1} / 3$ and $\langle z, w\rangle=\Gamma h c_{u_{2}}$ for some $\left|u_{2}\right|<\delta_{1} / 3$. Then

$$
\begin{aligned}
d_{X}(\langle x, y\rangle, z) & =d_{X}\left(\Gamma g c_{u_{1}}, z\right) \leq d_{X}\left(\Gamma g c_{u_{1}}, \Gamma g\right)+d_{X}(y, z) \\
& \leq\left|u_{1}\right|+d_{X}(y, z)<\delta_{1} / 3+\delta_{1} / 3<\delta_{1}
\end{aligned}
$$

so $\langle\langle x, y\rangle, z\rangle$ makes sense. Similarly, $\langle x,\langle y, z\rangle\rangle$ also makes sense. Next,

$$
\begin{aligned}
d_{X}(\langle x, y\rangle,\langle z, w\rangle) & =d_{X}\left(\Gamma g c_{u_{1}}, \Gamma h c_{u_{2}}\right) \leq d_{X}\left(\Gamma g c_{u_{1}}, \Gamma g\right)+d_{X}(y, w)+d_{X}\left(\Gamma h, \Gamma h c_{u_{2}}\right) \\
& <\left|u_{1}\right|+\delta_{1} / 3+\left|u_{2}\right|<\delta_{1}
\end{aligned}
$$

and hence $\langle\langle x, y\rangle,\langle z, w\rangle\rangle$ also makes sense.
(a) Note that if $x^{\prime} \in W_{\frac{\delta_{1}}{3}}^{w s}(x)$, then $W_{\frac{\delta_{1}}{3}}^{w s}\left(x^{\prime}\right) \subset W_{\delta_{1}}^{w s}(x)$ and if $z^{\prime} \in W_{\frac{\delta_{1}}{3}}^{u}(z)$, then $W_{\frac{\delta_{1}}{3}}^{u}\left(z^{\prime}\right) \subset W_{\frac{2 \delta_{1}}{3}}^{u}(z)$. By Lemma $3.2{ }^{3},\langle x, y\rangle \in W_{\frac{\delta_{1}}{3}}^{w s}(x)$ and

$$
\langle\langle x, y\rangle, z\rangle \in W_{\frac{\delta_{1}}{3}}^{w s}(\langle x, y\rangle) \cap W_{\frac{\delta_{1}}{3}}^{u}(z) \in W_{\delta_{1}}^{w s}(x) \cap W_{\delta_{1}}^{u}(z)=\langle x, z\rangle .
$$

Similarly, $\langle y, z\rangle \in W_{\varepsilon}^{u}(z)$ implies

$$
\langle x,\langle y, z\rangle\rangle \in W_{\frac{\delta_{1}}{3}}^{w s}(x) \cap W_{\frac{\delta_{1}}{3}}^{u}(\langle y, z\rangle) \in W_{\frac{\delta_{1}}{3}}^{w s}(x) \cap W_{\frac{2 \delta_{1}}{3}}^{u}(z)=\langle x, z\rangle .
$$

(b) Applying (a), we have $\langle\langle x, y\rangle,\langle z, w\rangle\rangle=\langle\langle x, y\rangle, w\rangle=\langle x, w\rangle$.

## 4 Local cross sections and rectangles

This section deals with rectangles included in Poincaré sections. We introduce explicit forms of rectangles that leads to more explicit Markov partition afterwards.

### 4.1 Local cross sections

Definition 4.1 (Local cross section). A set $S \subset X$ is called a cross section of time $\varepsilon>0$ for the flow $\left(\varphi_{t}\right)_{t \in \mathbb{R}}$ if
(a) $S$ is closed;
(b) $S \cap \varphi_{[-\varepsilon, \varepsilon]}(x)=\{x\}$ for all $x \in S$.

See Figure 2(a) for an illustration.

(a)

(b)

Figure 2: (a) Local cross section, (b) Poincaré section
We consider an example of local cross sections.
Lemma 4.2. Let $\varepsilon>0, \alpha>0$ be such that $4 \varepsilon+2 \alpha<\sigma_{*}$ and let $z=\Gamma g \in X$. The closed Poincaré sections

$$
\begin{aligned}
& P_{\varepsilon}(z)=\left\{\Gamma g c_{u} b_{s},|u| \leq \varepsilon,|s| \leq \varepsilon\right\} \\
& \widetilde{P}_{\varepsilon}(z)=\left\{\Gamma g b_{s} c_{u},|s| \leq \varepsilon,|u| \leq \varepsilon\right\}
\end{aligned}
$$

are local cross sections of time $\alpha$ and with diameters at most $4 \varepsilon$.

Proof. Obviously, $P_{\varepsilon}(z)$ is closed. Note that

$$
\mathcal{Q}:=\varphi_{[-\varepsilon, \varepsilon]}\left(P_{\varepsilon}(z)\right)=\left\{\Gamma g c_{u} b_{s} a_{t},|u| \leq \varepsilon,|s| \leq \varepsilon,|t| \leq \alpha\right\} .
$$

In order to verify Assumption (b), we check that every point $x \in \mathcal{Q}$ has a unique triple $(u, s, t) \in[-\varepsilon, \varepsilon]^{2} \times[-\alpha, \alpha]$ such that $x=\Gamma g c_{u} b_{s} a_{t}$. To show its uniqueness, suppose that $z=\Gamma g_{1}=\Gamma g_{2}$ and $x=\Gamma g_{1} b_{s_{1}} c_{u_{1}} a_{t_{1}}=\Gamma g_{2} b_{s_{2}} c_{u_{2}} a_{t_{2}}$ for $g_{1}, g_{2} \in \mathrm{G}$ and $\left(u_{i}, s_{i}, t_{i}\right) \in[-\varepsilon, \varepsilon]^{2} \times[-\alpha, \alpha]$. Then there are $\gamma, \gamma^{\prime} \in \Gamma$ such that

$$
\gamma g_{1}=g_{2} \quad \text { and } \quad \gamma^{\prime} g_{1} c_{u_{1}} b_{s_{1}} a_{t_{1}}=g_{2} c_{u_{2}} b_{s_{2}} a_{t_{2}}
$$

Therefore,

$$
\begin{aligned}
& d_{\mathrm{G}}\left(\gamma^{-1} \gamma^{\prime} g_{1} c_{u_{1}} b_{s_{1}}, g_{1} c_{u_{1}} b_{s_{1}}\right) \\
& \quad=d_{\mathrm{G}}\left(\gamma^{-1} g_{2} c_{u_{2}} b_{s_{2}} a_{t_{2}-t_{1}}, g_{1} c_{1} b_{s_{1}}\right)=d_{\mathrm{G}}\left(g_{1} c_{u_{2}} b_{s_{2}} a_{t_{2}-t_{1}}, g_{1} c_{u_{1}} b_{s_{1}}\right) \\
& \quad=d_{\mathrm{G}}\left(c_{u_{2}-u_{1}} b_{s_{2}} a_{t_{2}-t_{1}}, b_{s_{1}}\right) \leq d_{\mathrm{G}}\left(c_{u_{2}-u_{1}} b_{s_{2}} a_{t_{2}-t_{1}}, e\right)+d_{\mathrm{G}}\left(b_{s_{1}}, e\right) \\
& \quad \leq\left|u_{2}-u_{1}\right|+\left|s_{2}\right|+\left|t_{2}-t_{1}\right|+\left|s_{1}\right|<4 \varepsilon+2 \alpha<\sigma_{*} .
\end{aligned}
$$

From the property of $\sigma_{*}$, this implies that $\gamma^{-1} \gamma^{\prime}=e$, so that $\gamma=\gamma^{\prime}$. Then $g_{2} c_{u_{2}} b_{s_{2}} a_{t_{2}}=\gamma g_{1} c_{u_{1}} b_{s_{1}} a_{t_{1}}=g_{2} c_{u_{1}} b_{s_{1}} a_{t_{1}}$ yields $c_{u_{1}} b_{s_{1}} a_{t_{1}}=c_{u_{2}} b_{s_{2}} a_{t_{2}}$, and consequently $u_{2}=u_{1}, s_{2}=s_{1}, t_{2}=t_{1}$ by considering matrices. This leads to $\varphi_{[-\alpha, \alpha]}(x) \cap P_{\varepsilon}(z)=\{x\}$ and hence $P_{\varepsilon}(z)$ is a local cross section of time $\varepsilon$. For the last assertion, if $x=\Gamma g c_{u_{x}} b_{s_{x}}, y=\Gamma g c_{u_{y}} b_{s_{y}} \in P_{\varepsilon}(z)$, then

$$
d_{X}(x, y) \leq d_{\mathrm{G}}\left(c_{u_{x}} b_{s_{x}}, c_{u_{y}} b_{s_{y}}\right) \leq\left|u_{x}\right|+\left|s_{x}\right|+\left|u_{y}\right|+\left|s_{y}\right| \leq 4 \varepsilon
$$

shows $\operatorname{diam} P_{\varepsilon}(z) \leq 4 \varepsilon$. The same argument can be applied for $\widetilde{P}_{\varepsilon}(z)$.

By the same manner as in the previous proof, it follows the next result.
Proposition 4.3. (a) Let $\mathrm{u}>0, \mathrm{~s}>0$ and $\alpha>0$ be such that $2 \mathrm{u}+2 \mathrm{~s}+\alpha<$ $\sigma_{*}$ and let $z=\Gamma g \in X$. The sets

$$
P_{\mathbf{s}}^{\mathrm{u}}(z)=\left\{\Gamma g c_{u} b_{s},|u| \leq \mathrm{u},|s| \leq \mathrm{s}\right\}, \widetilde{P}_{\mathrm{u}}^{\mathbf{s}}(z)=\left\{\Gamma g b_{s} c_{u},|s| \leq \mathrm{s},|u| \leq \mathrm{u}\right\}
$$

are local cross sections of time $\alpha$ and with diameters at most $2(\mathrm{u}+\mathrm{s})$.
(b) Let $\varepsilon>0, \alpha>0, \tau \in \mathbb{R}$ be such that $2 \varepsilon\left(e^{\tau}+e^{-\tau}\right)+\alpha<\sigma_{*}$ and let $z=\Gamma g \in X$. The sets

$$
\varphi_{\tau}\left(P_{\varepsilon}(z)\right)=\left\{\Gamma g a_{\tau} c_{u e^{\tau}} b_{s e^{-\tau}}:|u| \leq \varepsilon,|s| \leq \varepsilon\right\}=P_{\varepsilon e^{-\tau}}^{\varepsilon e^{\tau}}\left(\varphi_{\tau}(z)\right),
$$

$$
\varphi_{\tau}\left(\widetilde{P}_{\varepsilon}(z)\right)=\left\{\Gamma g a_{\tau} b_{s e^{-\tau}} c_{u e^{\tau}}:|s| \leq \varepsilon,|u| \leq \varepsilon\right\}=\widetilde{P}_{\varepsilon e^{-\tau}}^{\varepsilon e^{\tau}}\left(\varphi_{\tau}(z)\right)
$$

are local cross sections of time $\alpha$ and with diameters at most $2 \varepsilon\left(e^{\tau}+e^{-\tau}\right)$.
For a general flow, the following result is not obvious, see [24]. However, for the geodesic flow on compact factors of the hyperbolic plane, it is quite simple.

Proposition 4.4. For $x \in X$, there is a local cross section $S_{x}$ of time $\nu_{x}>0$ so that $x \in \operatorname{int} S_{x}$.

Proof. We can choose $S_{x}=P_{\nu_{x}}(x)=\left\{\Gamma g c_{u} b_{s}:|s|,|u| \leq \nu_{x}\right\}$ for $\nu_{x} \in$ $\left(0, \sigma_{*} / 6\right)$; see Lemma 4.2.

It is clear that if $S$ is a local cross section of time $\varepsilon$, then $S \times[-\alpha, \alpha]$ is homeomorphic with the compact set $\varphi_{[-\alpha, \alpha]}(S)$.

Definition 4.5 (Projection map). Let $S$ be a local cross section of time $\alpha$. The map

$$
\operatorname{pr}_{S}: \varphi_{[-\alpha, \alpha]}(S) \rightarrow S, \quad \operatorname{pr}_{S}\left(\varphi_{t}(x)\right)=x \quad \text { for all } \quad t \in[-\alpha, \alpha]
$$

is called the projection map to $S$.
Let $\varepsilon \in\left(0, \sigma_{*} / 6\right)$ and $\delta=\delta(\varepsilon)$ be as in Corollary 3.3. If $D$ is a local cross section of time $\varepsilon$ and $T \subset D$ is a closed set such that $\operatorname{diam} T<\delta$ and $\operatorname{diam} T$ and $d(T, \partial D)>0$. We assume that $\operatorname{pr}_{D}(\langle x, y\rangle)$ do exist for all $x, y \in T$. We define

$$
\begin{equation*}
\langle\cdot, \cdot\rangle_{D}: T \times T \longrightarrow D, \quad\langle x, y\rangle_{D}=\operatorname{pr}_{D}(\langle x, y\rangle) \tag{4.6}
\end{equation*}
$$

See Figure 3 for an illustration. It is worth mentioning that $\langle x, y\rangle_{D} \in D$ and may not be in $T$ and $\langle\cdot, \cdot\rangle_{D}: T \times T \rightarrow D$ is continuous.

From now on, we fix $\varepsilon \in\left(0, \sigma_{*} / 5\right)$ and $\delta=\delta(\varepsilon)$ be from Corollary 3.3. The next result determines $\langle x, y\rangle_{D}$ precisely.

Lemma 4.6. Let $D=P_{2 \alpha}(z)$ and $T=P_{\alpha / 4}(z)$ for $\alpha \in(0, \delta)$ and $z=\Gamma g \in$ $X$. If $x=\Gamma g c_{u_{x}} b_{s_{x}}, y=\Gamma g c_{u_{y}} b_{s_{y}} \in T$, then
$\langle x, y\rangle=\Gamma g c_{u_{x}} b_{s_{x}+s} a_{v}=\Gamma h c_{u_{y}} b_{s_{y}} c_{u}, \quad\langle x, y\rangle_{D}=\Gamma g c_{u_{x}} b_{s_{w}}=\Gamma g c_{u_{y}} b_{s_{y}} c_{u} a_{-v} \in D$,
where $s, u, v, s_{w}$ are defined by

$$
\begin{align*}
& s=\left(s_{y}-s_{x}-s_{x} s_{y}\left(u_{y}-u_{x}\right)\right)\left(1+\left(u_{y}-u_{x}\right) s_{y}\right), \quad u=\frac{u_{x}-u_{y}}{1+\left(u_{y}-u_{x}\right) s_{y}} \\
& v=-2 \ln \left(1+\left(u_{y}-u_{x}\right) s_{y}\right), \quad s_{w}=\frac{s_{y}}{1+\left(u_{y}-u_{x}\right) s_{y}} \tag{4.7}
\end{align*}
$$

Proof. Since diam $T \leq \alpha<\delta,\langle x, y\rangle$ do exist for all $x, y \in T$. First we have

$$
B_{-s_{x}} C_{u_{y}-u_{x}} B_{s_{y}}=\left(\begin{array}{cc}
1-\left(u_{y}-x_{x}\right) s_{y} & s_{x}-s_{x}-s_{x} s_{y}\left(u_{y}-u_{x}\right) \\
u_{y}-u_{x} & 1+\left(u_{y}-u_{x}\right) s_{y}
\end{array}\right)
$$

and $\pi\left(B_{-s_{x}} C_{u_{y}-u_{x}} B_{s_{y}}\right)=b_{-s_{x}} c_{u_{y}-u_{x}} b_{s_{y}}=\left(c_{u_{x}} b_{s_{x}}\right)^{-1} c_{u_{y}} b_{s_{y}}$. Let $s, u, v, s_{w}$ be defined by (4.7). Then $s, u, v, s_{w} \in[-\varepsilon, \varepsilon]$. By Lemma 2.6(b), $b_{-s_{x}} c_{u_{y}-u_{x}} b_{s_{y}}=$ $a_{v} b_{s} c_{-u}$. This implies $\Gamma g c_{u_{x}} b_{s_{x}} a_{v} b_{s}=\Gamma g c_{u_{y}} b_{s_{y}} c_{u} \in W_{\varepsilon}^{s}\left(\varphi_{v}(x)\right) \cap W_{\varepsilon}^{u}(y)=$ $\langle x, y\rangle$. Furthermore, $\langle x, y\rangle=\Gamma g c_{u_{x}} b_{s_{x}} s_{s e^{v}} a_{v}=\Gamma g c_{u_{x}} b_{s_{w}} a_{v}$ after a short calculation. Consequently, $\varphi_{-v}(\langle x, y\rangle)=\Gamma g c_{u_{y}} b_{s_{y}} c_{u} a_{-v}=\Gamma g c_{u_{x}} b_{s_{w}} \in D$ yields $\langle x, y\rangle_{D}=\Gamma g c_{u_{x}} b_{s_{w}}=\Gamma g c_{u_{y}} b_{s_{y}} c_{u} a_{-v}$, proving the lemma.

### 4.2 Rectangles

In this subsection, we fix $\varepsilon_{*} \in\left(0, \sigma_{*} / 5\right)$ and $\delta_{*}=\delta\left(\varepsilon_{*}\right)$ from Corollary 3.3.
It was mentioned in the last subsection that for a local cross section $D$ and $R \subset D$, if $x, y \in R$ then $\langle x, y\rangle_{D}$ may not be in $R$.

Definition 4.7 (Rectangle). Let $D$ be a local cross section and $\operatorname{diam} D<\delta$. A subset $\varnothing \neq R \subset D$ is called a rectangle if
$\left(R_{1}\right) \quad R$ is closed in $D$;
$\left(R_{2}\right)\langle x, y\rangle_{D} \in R$ for all $x, y \in R$.
See Figure 3 for an illustration. In the case that $R$ is a rectangle, for $x, y \in R$ we can write $\langle x, y\rangle_{R}$ for $\langle x, y\rangle_{D}$ since it does not depend on $D$.

Remark 4.8. (a) If $R_{1} \subset D_{1}$ and $R_{2} \subset D_{2}$ are rectangles and $R_{1} \cap R_{2} \neq \varnothing$, then $R_{1} \cap R_{2}$ is a rectangle.
(b) If $R \subset D$ is a rectangle, then so is $\varphi_{\tau}(R)$ for appropriately small $\tau \in \mathbb{R}$. Indeed, assume that $x, y \in \varphi_{\tau}(R)$. Then $x=\varphi_{\tau}\left(x^{\prime}\right)$ and $y=\varphi_{\tau}\left(y^{\prime}\right)$ for


Figure 3: Rectangle $R$ in local cross section $D$
$x^{\prime}, y^{\prime} \in R$. Write $x^{\prime}=\Gamma g$ and $y^{\prime}=\Gamma h$. Assume that $\left\langle x^{\prime}, y^{\prime}\right\rangle=\Gamma g a_{v} b_{s}=\Gamma h c_{u}$ for some small numbers $v, s, u \in \mathbb{R}$. Then $\langle x, y\rangle=\Gamma g a_{\tau} a_{v^{\prime}} b_{s^{\prime}}=\Gamma h a_{\tau} c_{u^{\prime}}$ with $v^{\prime}=v, s^{\prime}=s e^{-\tau}$ and $u^{\prime}=u e^{\tau}$. This yields $\langle x, y\rangle=\Gamma g a_{v} b_{s} a_{\tau}=\varphi_{\tau}\left(\left\langle x^{\prime}, y^{\prime}\right\rangle\right)$. If $\varphi_{\lambda}\left(\left\langle x^{\prime}, y^{\prime}\right\rangle\right)=\left\langle x^{\prime}, y^{\prime}\right\rangle_{R} \in \mathbb{R}$, then $\varphi_{\lambda}(\langle x, y\rangle)=\varphi_{\tau}\left(\varphi_{\lambda}\left(\left\langle x^{\prime}, y^{\prime}\right\rangle\right)\right) \in \varphi_{\tau}(R)$ implies that $\varphi_{\lambda}(\langle x, y\rangle)=\langle x, y\rangle_{\varphi_{\tau}(R)} \in \varphi_{\tau}(R)$.

The next result gives us an explicit example of rectangles; see Figure 4 for an illustration.


Figure 4: Rectangle $S_{\varepsilon}(z)$

Proposition 4.9 (Rectangle). Let $\varepsilon \in(0,1)$ be such that $\frac{\varepsilon}{1-\varepsilon^{2}} \in\left(0, \delta_{*} / 4\right)$ and $z \in X$. The sets

$$
S_{\varepsilon}(z)=\left\{\Gamma g c_{u} b_{s}: u \in[-\varepsilon, \varepsilon], s=\frac{s^{\prime}}{1-u s^{\prime}} \quad \text { for some } \quad s^{\prime} \in[-\varepsilon, \varepsilon]\right\}
$$

$$
T_{\varepsilon}(z)=\left\{\Gamma g b_{s} c_{u}: s \in[-\varepsilon, \varepsilon], u=\frac{u^{\prime}}{1-s u^{\prime}} \quad \text { for some } \quad u^{\prime} \in[-\varepsilon, \varepsilon]\right\}
$$

are rectangles, where $g \in \operatorname{PSL}(2, \mathbb{R})$ is such that $z=\Gamma g$.
Proof. We only prove for $S:=S_{\varepsilon}(z) \subset P_{2 \varepsilon}(z)=: P$. Note that from the assumption, $\operatorname{diam} S<\delta_{2}$. Take $x=\Gamma g c_{u_{x}} b_{s_{x}}, y=\Gamma g c_{u_{y}} b_{s_{y}} \in S$. Then $\langle x, y\rangle=W_{\varepsilon}^{s}\left(\varphi_{v}(x)\right) \cap W_{\varepsilon}^{u}(y)=\Gamma g c_{u_{x}} b_{s_{x}} a_{v} b_{s}=\Gamma g c_{u_{y}} b_{s_{y}} c_{u}$ with

$$
\begin{aligned}
v=-2 \ln \left(1+\left(u_{y}-u_{x}\right) s_{y}\right), s & =\left(s_{y}-s_{x}-\left(u_{y}-u_{x}\right) s_{x} s_{y}\right)\left(1+\left(u_{y}-u_{x}\right) s_{y}\right) \\
u & =\frac{u_{y}-u_{x}}{1+\left(u_{y}-u_{x}\right) s_{y}}
\end{aligned}
$$

Rewriting $\langle x, y\rangle=\Gamma g c_{u_{x}} b_{s_{x}} a_{v} b_{s}=\Gamma g c_{u_{x}} b_{s_{x}+s e^{v}} a_{v}$ implies that $\langle x, y\rangle_{P}=$ $\Gamma g c_{u_{x}} b_{s_{x}+s e^{v}}$. We need to verify $\Gamma g c_{u_{x}} b_{s_{x}+s e^{v}} \in S$. A short calculation shows that $s_{x}+s e^{v}=\frac{s_{y}}{1+\left(u_{y}-u_{x}\right) s_{y}}=\frac{s_{y}^{\prime}}{1-u_{x} s_{y}^{\prime}}$, where $s_{y}^{\prime} \in[-\varepsilon, \varepsilon]$ satisfies $s_{y}=\frac{s_{y}^{\prime}}{1-u_{y} s_{y}}$; and thus $\langle x, y\rangle_{P} \in S$, which completes the proof.

The following result is proved by the same manner as the previous theorem.

Proposition 4.10 (Rectangle). Let $\mathrm{s}, \mathrm{u} \in(0,1)$ be such that $\max \left\{\frac{\mathrm{s}}{1-\mathrm{su}}, \frac{\mathrm{u}}{1-\mathrm{su}}\right\}<$ $\delta_{*} / 4$ and $z \in X$. The sets

$$
\begin{aligned}
S_{\mathrm{s}}^{\mathrm{u}}(z) & =\left\{\Gamma g c_{u} b_{s}: u \in[-\mathrm{u}, \mathrm{u}], s=\frac{s^{\prime}}{1-u s^{\prime}} \quad \text { for some } \quad s^{\prime} \in[-\mathrm{s}, \mathrm{~s}]\right\} \\
T_{\mathrm{u}}^{\mathrm{s}}(z) & =\left\{\Gamma g b_{s} c_{u}: s \in[-\mathrm{s}, \mathrm{~s}], u=\frac{u^{\prime}}{1-s u^{\prime}} \quad \text { for some } \quad u^{\prime} \in[-\mathrm{u}, \mathrm{u}]\right\}
\end{aligned}
$$

are rectangles, where $g \in \operatorname{PSL}(2, \mathbb{R})$ such that $z=\Gamma g$.
Corollary 4.11. Let $\varepsilon \in(0,1)$ and $\tau \in \mathbb{R}$ be such that $\frac{\varepsilon e^{|\tau|}}{1-\varepsilon^{2}}<\delta_{*} / 4$. Then $\varphi_{\tau}\left(S_{\varepsilon}(z)\right)$ and $\varphi_{\tau}\left(T_{\varepsilon}(z)\right)$ are rectangles. More precisely, $\varphi_{\tau}\left(S_{\varepsilon}(z)\right)=S_{\varepsilon e^{-\tau}}^{\varepsilon e^{\tau}}(z)$ whereas $\varphi_{\tau}\left(T_{\varepsilon}(z)\right)=T_{\varepsilon e^{\tau}}^{\varepsilon e^{-\tau}}(z)$.

Remark 4.12. It is easy to check that

$$
S_{\varepsilon}(z)=\left\{\Gamma g c_{u} b_{s}: u \in[-\varepsilon, \varepsilon], s \in\left[\frac{-\varepsilon}{1+\varepsilon u}, \frac{\varepsilon}{1+\varepsilon u}\right]\right\} \subset P_{\frac{\varepsilon}{1-\varepsilon^{2}}}(z)
$$

Therefore, for a given local cross section $P_{\rho}(z)$, any rectangle $S_{\varepsilon}(z)$ with $\frac{\varepsilon}{1-\varepsilon^{2}}<\rho$ has the following property:
(a) $S_{\varepsilon}(z)$ is closed and contained in $P_{\rho}(z)$;
(b) $\operatorname{int} S_{\varepsilon}(z)=\left\{\Gamma g c_{u} b_{s}: s \in(-\varepsilon, \varepsilon), s=\frac{s^{\prime}}{1-u s^{\prime}}\right.$ for some $\left.s^{\prime} \in(-\varepsilon, \varepsilon)\right\}$. Similar properties also hold for $T_{\varepsilon}(z)$.

Each version of rectangles has its own special properties. In this paper we will use both of them. The following result is a relation between the two versions.

Lemma 4.13. Let $\mathrm{u}, \mathrm{s} \in(0,1)$ be such that $\max \left\{\frac{\mathrm{s}}{1-\mathrm{su}}, \frac{\mathrm{u}}{1-\mathrm{su}}\right\}<\delta_{*} / 4$ and $z \in X$. Let $S, T$ be local cross sections and let $S_{\mathrm{s}}^{\mathrm{u}}(z) \subset S, T_{\mathrm{s}}^{\mathrm{u}}(z) \subset T$ be rectangles defined in Proposition 4.9 such that $\operatorname{pr}_{T}\left(S_{\mathbf{s}}^{\mathrm{u}}(z)\right)$ and $\operatorname{pr}_{S}\left(T_{\mathbf{s}}^{\mathrm{u}}(z)\right)$ are well-defined. Then

$$
\begin{equation*}
\operatorname{pr}_{T}\left(S_{\mathbf{s}}^{\mathbf{u}}(z)\right)=T_{\mathbf{u}}^{\mathbf{s}}(z) \quad \text { and } \quad \operatorname{pr}_{S}\left(T_{\mathbf{s}}^{\mathrm{u}}(z)\right)=S_{\mathrm{u}}^{\mathbf{s}}(z) \tag{4.8}
\end{equation*}
$$

$S_{\mathrm{s}}^{\mathrm{u}}(z)$ is the projection of $T_{\mathrm{s}}^{\mathrm{u}}(z)$ on $S$ and $T_{\mathrm{s}}^{\mathrm{u}}(z)$ is the projection of $S_{\mathrm{s}}^{\mathrm{u}}(z)$ on $T$.

Proof. For $x=\Gamma g c_{u} b_{s} \in S_{\mathbf{s}}^{u}(z)$, we write $x=\Gamma g b_{\tilde{s}} c_{\tilde{u}} a_{\tilde{t}}$ for

$$
\tilde{s}=\frac{s}{1+u s}, \quad \tilde{u}=u(1+u s), \quad \tilde{t}=-2 \ln (1+u s)
$$

By the definition of $S_{\mathbf{s}}^{\mathbf{u}}(z), s=\frac{s^{\prime}}{1-u s^{\prime}}$ for some $s^{\prime} \in[-\mathbf{s}, \mathbf{s}]$. This implies that $\tilde{s}=s^{\prime} \in[-\mathrm{s}, \mathrm{s}]$. In addition, $1-\tilde{s} u=1-\frac{s}{1+u s} u=\frac{1}{1+u s}$ yields $\tilde{u}=u(1+u s)=\frac{u}{1-\tilde{s} u} ;$ hence $\tilde{x}=\varphi_{-\tilde{t}}(x)=\operatorname{pr}_{T}(x)=\Gamma g b_{\tilde{s}} c_{\tilde{u}} \in T_{u}^{\mathbf{s}}(z)$ shows that $\operatorname{pr}_{T}\left(S_{\mathbf{s}}^{\mathbf{u}}(z)\right) \subset T_{\mathrm{u}}^{\mathbf{s}}(z)$. Conversely, if $\tilde{x}=\Gamma g b_{\tilde{s}} c_{\tilde{u}} \in T_{\mathrm{u}}^{\mathbf{s}}(z)$, then $\tilde{x}=\Gamma g c_{u} b_{s} a_{t}$ for

$$
u=\frac{\tilde{u}}{1+\tilde{u} \tilde{s}}, \quad s=\tilde{s}(1+\tilde{u} \tilde{s}), \quad t=2 \ln (1+\tilde{u} \tilde{s})
$$

Similarly, we can check that $u \in[-\mathbf{u}, \mathbf{u}]$ and $s=\frac{\tilde{s}}{1-u \tilde{s}}$ for $\tilde{s} \in[-\mathbf{s}, \mathbf{s}]$. Set $x=\Gamma g c_{u} b_{s} \in S_{\mathrm{s}}^{\mathrm{u}}$ to get $x \in S_{\mathrm{s}}^{\mathrm{u}}$ and $\tilde{x}=\varphi_{t}(x)=\operatorname{pr}_{T}(x)$, which verifies $T_{\mathrm{u}}^{\mathbf{s}}(z) \subset \operatorname{pr}_{T}\left(S_{\mathbf{s}}^{\mathrm{u}}(z)\right)$. The latter can be proved analogously.

Let $R$ be a rectangle and $x \in R$. We define

$$
\begin{equation*}
W^{s}(x, R)=\left\{\langle x, y\rangle_{R}, y \in R\right\} \subset R \quad \text { and } \quad W^{u}(x, R)=\left\{\langle y, x\rangle_{R}, y \in R\right\} \subset R . \tag{4.9}
\end{equation*}
$$

The next result provides precise forms for $W^{s}(x, R)$ and $W^{u}(x, R)$ in the cases $R=S_{\varepsilon}(z)$ and $R=T_{\varepsilon}(z)$.

Proposition 4.14. (a) Let $S_{\varepsilon}(z)$ be defined in Proposition 4.9. Let $z=\Gamma g$ and $x=\Gamma g c_{u_{x}} b_{s_{x}} \in S_{\varepsilon}(z)$, where $s_{x}=\frac{s_{x}^{\prime}}{1-u_{x} s_{x}^{\prime}}$ for some $s_{x}^{\prime} \in[-\varepsilon, \varepsilon]$. Then

$$
\begin{align*}
W^{s}\left(x, S_{\varepsilon}(z)\right) & =\left\{\Gamma g c_{u_{x}} b_{s}: s=\frac{s^{\prime}}{1-u_{x} s^{\prime}} \quad \text { for some } s^{\prime} \in[-\varepsilon, \varepsilon]\right\} 4 . \\
W^{u}\left(x, S_{\varepsilon}(z)\right) & =\left\{\Gamma g c_{u} b_{s}: u \in[-\varepsilon, \varepsilon], s=\frac{s_{x}^{\prime}}{1-u s_{x}^{\prime}}\right\} . \tag{4.11}
\end{align*}
$$

(b) Let $T_{\varepsilon}(z)$ be defined in Proposition 4.9. Suppose $z=\Gamma g$ and $x=$ $\Gamma g b_{s_{x}} c_{u_{x}} \in T_{\varepsilon}(z)$, where $u_{x}=\frac{u_{x}^{\prime}}{1-s_{x} u_{x}^{\prime}}$ for some $s_{x}^{\prime} \in[-\varepsilon, \varepsilon]$. Then

$$
\begin{align*}
W^{s}\left(x, T_{\varepsilon}(z)\right) & =\left\{\Gamma g b_{s} c_{u}: s \in[-\varepsilon, \varepsilon], u=\frac{u_{x}^{\prime}}{1-s u_{x}^{\prime}}\right\}  \tag{4.12}\\
W^{u}\left(x, T_{\varepsilon}(z)\right) & =\left\{\Gamma g b _ { s _ { x } } c _ { u } : u = \frac { u ^ { \prime } } { 1 - s _ { x } u ^ { \prime } } \quad \text { for some } u ^ { \prime } \in [ - \varepsilon , \varepsilon ] \left(\frac{y}{4} .\right.\right.
\end{align*}
$$

Proof. We prove (a) only. If $w \in W^{s}\left(x, S_{\varepsilon}(z)\right)$, then $w=\langle x, y\rangle_{S_{\varepsilon}(z)}$ for some $y=\Gamma g c_{u_{y}} b_{s_{y}} \in S_{\varepsilon}(z)$. By Lemma 4.2, $w=\Gamma g c_{u_{w}} b_{s_{w}}$ with $u_{w}=u_{x}$ and $s_{w}=\frac{s_{y}^{\prime}}{1-u_{x} s_{y}^{\prime}}$, where $s_{y}^{\prime} \in[-\varepsilon, \varepsilon]$ satisfies $s_{y}=\frac{s_{y}^{\prime}}{1-u_{y} s_{y}^{\prime}}$. Conversely, if $v=\Gamma g c_{u_{x}} b_{s_{v}}$ for $s_{v}=\frac{s_{v}^{\prime}}{1-u_{x} s_{v}^{\prime}}, s_{v} \in[-\varepsilon, \varepsilon]$, then $v=\langle x, y\rangle$ with $y=\Gamma g c_{u_{y}} b_{s_{y}}$ for $u_{y} \in[-\varepsilon, \varepsilon]$ and $s_{y}=\frac{s_{v}^{\prime}}{1-u_{y} s_{v}^{\prime}}$; hence $v \in W^{s}\left(x, S_{\varepsilon}(z)\right)$ and we have 4.10). The technique is similar for (4.11).

The following results follow directly from the previous proposition.
Corollary 4.15. With the setting in Proposition 4.14, the following statements hold.
(a) Let $x=\left(u_{x}, s_{x}\right)_{z}, y=\left(u_{y}, s_{y}\right)_{z} \in S_{\varepsilon}(z)$. Then $W^{s}\left(x, S_{\varepsilon}(z)\right)=W^{s}\left(y, S_{\varepsilon}(z)\right)$ if and only if $u_{x}=u_{y}$, whereas $W^{u}\left(x, S_{\varepsilon}(z)\right)=W^{u}\left(y, S_{\varepsilon}(z)\right)$ if and only if $s_{x}^{\prime}=s_{y}^{\prime}$.
(b) Let $x=\left(s_{x}, u_{x}\right)_{z}^{\prime}, y=\left(s_{y}, u_{y}\right)_{z}^{\prime} \in T_{\varepsilon}(z)$. Then $W^{s}\left(x, T_{\varepsilon}(z)\right)=W^{s}\left(y, T_{\varepsilon}(z)\right)$ if and only if $u_{x}^{\prime}=u_{y}^{\prime}$, whereas $W^{u}\left(x, T_{\varepsilon}(z)\right)=W^{u}\left(y, T_{\varepsilon}(z)\right)$ if and only if $s_{x}=s_{y}$.

Corollary 4.16. One has

$$
W^{s}\left(x, S_{\varepsilon}(z)\right)=W^{s}(x) \cap S_{\varepsilon}(z), \quad W^{u}\left(x, T_{\varepsilon}(z)\right)=W^{u}(x) \cap T_{\varepsilon}(z)
$$

The next result is another relation between the two versions of rectangles.
Proposition 4.17. With the setting in Lemma 4.13, for any $x \in S_{\varepsilon}(z)$ and $w \in T_{\varepsilon}(z)$, one has
(a) $\operatorname{pr}_{T} W^{a}\left(x, S_{\varepsilon}(z)\right)=W^{a}\left(\operatorname{pr}_{T}(x), T_{\varepsilon}(z)\right)$ for $a=u, s$;
(b) $\operatorname{pr}_{S} W^{a}\left(w, T_{\varepsilon}(z)\right)=W^{a}\left(\operatorname{pr}_{S}(w), S_{\varepsilon}(z)\right)$ for $a=u, s$.

Proof. (a) Let $z=\Gamma g$ for $g \in \operatorname{PSL}(2, \mathbb{R})$ and $x=\Gamma g c_{u_{x}} b_{s_{x}}$ for $s_{x}=\frac{s_{x}^{\prime}}{1-u_{x} s_{x}^{\prime}}$ with some $s_{x}^{\prime} \in[-\varepsilon, \varepsilon]$. Using the proof of Lemma 4.13, we have $\tilde{x}=$ : $\operatorname{pr}_{T}(x)=\Gamma g b_{s_{\tilde{x}}} c_{u_{\tilde{x}}} \in T_{\varepsilon}(z)$ with $s_{\tilde{x}}=s_{x}^{\prime}, u_{\tilde{x}}=\frac{u_{x}}{1-s_{\tilde{x}} u_{x}}$. If $v \in W^{s}\left(x, S_{\varepsilon}(z)\right)$, then according to 4.10), $v=\Gamma g c_{u_{x}} b_{s_{v}}$ implies $\tilde{v}:=\operatorname{pr}_{T}(v)=\Gamma g b_{s_{\tilde{v}}} c_{u_{\tilde{v}}}$ with $s_{\tilde{v}}=s_{v}^{\prime}, u_{\tilde{v}}=\frac{u_{x}}{1-s_{\tilde{v}} u_{x}}$. This yields $\tilde{v} \in W^{s}\left(\tilde{x}, T_{\varepsilon}(z)\right)$ by Corollary 4.15 and hence $\operatorname{pr}_{T} W^{s}\left(x, S_{\varepsilon}(z)\right) \subset W^{s}\left(\operatorname{pr}_{T}(x), T_{\varepsilon}(z)\right)$. On the other hand, if $y \in$ $W^{s}\left(\operatorname{pr}_{T}(x), T_{\varepsilon}(z)\right)$ then $y=\Gamma g b_{s_{y}} c_{u_{y}}$ with $u_{y}^{\prime}=u_{\tilde{x}}^{\prime}=u_{x}$. Setting $v=$ $\Gamma g c_{u_{x}} s_{v} \in W^{s}\left(x, S_{\varepsilon}(z)\right)$ with $s_{v}=\frac{s_{y}}{1-u_{x} s_{y}}$, we obtain $y=\operatorname{pr}_{S}(v)$ due to the proof of Lemma 4.13. As a result, $W^{s}\left(\operatorname{pr}_{T}(x), T_{\varepsilon}(z)\right) \subset \operatorname{pr}_{T} W^{s}\left(x, S_{\varepsilon}(z)\right)$, proving $\operatorname{pr}_{T} W^{s}\left(x, S_{\varepsilon}(z)\right)=W^{s}\left(\operatorname{pr}_{T}(x), T_{\varepsilon}(z)\right)$.

Next, for $y \in W^{u}\left(x, S_{\varepsilon}(z)\right), y=\Gamma g c_{u_{y}} b_{s_{y}}$ with $s_{y}^{\prime}=s_{x}^{\prime}$ by Corollary 4.15. Then $\operatorname{pr}_{T}(y)=\Gamma g b_{s_{\tilde{y}}} c_{u_{\tilde{y}}}$ with $s_{\tilde{y}}=s_{x}^{\prime}=s_{\tilde{x}}$ implies $\operatorname{pr}_{T}(y) \in W^{u}\left(\operatorname{pr}_{T}(x), \overline{T_{\varepsilon}}(z)\right)$. Conversely, if $\tilde{w} \in W^{u}\left(\operatorname{pr}_{T}(x), T_{\varepsilon}(z)\right)$, then $\tilde{w}=\Gamma g b_{s_{\tilde{x}}} c_{u_{\tilde{w}}}$. Define $w=$ $\Gamma g c_{u_{w}} b_{s_{w}}$ for $u_{w}=\frac{u_{\tilde{w}}}{1+u_{\tilde{w}} s_{\tilde{w}}}$ and $s_{w}^{\prime}=s_{\tilde{x}}$ to have $\operatorname{pr}_{T}(w)=\tilde{w}$. Also, $s_{w}^{\prime}=s_{x}^{\prime}$ yields $w \in W^{u}\left(x, S_{\varepsilon}(z)\right)$, which completes the proof of (a). Statement (b) follows from (a).

The next result is helpful afterwards.
Lemma 4.18. Let $R$ be a rectangle and $x, y, z, w \in R$. Then
(a) $\left\langle\langle x, y\rangle_{R}, z\right\rangle_{R}=\left\langle x,\langle y, z\rangle_{R}\right\rangle_{R}=\langle x, z\rangle_{R}$;
(b) if $y \in W^{s}(x, R)$, then $\langle x, y\rangle_{R}=y$;
(c) if $y \in W^{u}(x, R)$, then $\langle y, x\rangle_{R}=y$;
(d) $\left\langle\langle x, y\rangle_{R},\langle z, w\rangle_{R}\right\rangle_{R}=\langle x, w\rangle_{R}$.

Proof. (a) The proof is similar to Lemma 3.4 (a).
(b) Assume that $y \in W^{s}(x, R)$. Then $y=\left\langle x, y^{\prime}\right\rangle_{R}$ for some $y^{\prime} \in R$ implies that $\langle x, y\rangle_{R}=\left\langle x,\left\langle x, y^{\prime}\right\rangle_{R}\right\rangle_{R}=\left\langle x, y^{\prime}\right\rangle_{R}=y$ by (a).
(c) The manner is similar to (a).
(d) Using (a)-(c), we have $\left\langle\langle y, x\rangle_{R},\langle z, y\rangle_{R}\right\rangle_{R}=\left\langle y,\left\langle x,\langle z, y\rangle_{R}\right\rangle_{R}\right\rangle_{R}=\left\langle y,\langle x, y\rangle_{R}\right\rangle_{R}=$ $\langle y, y\rangle_{R}=y$.

## 5 Expansivity

In this section we study a nice property of hyperbolic dynamical systems, named expansivity. Roughly speaking, for more variation of expansivities, the reader can if two orbits of the flow are close enough for the whole time then they must be identical.

Definition 5.1 ( 6$]$ ). Let $(M, d)$ be a compact metric space. A continuous flow $\phi_{t}: M \longrightarrow M$ is called expansive if for each $\varepsilon>0$ there exists $\delta=$ $\delta(\varepsilon)>0$ with the following property. If $s: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function with $s(0)=0$ and

$$
d\left(\phi_{t}(x), \phi_{s(t)}(y)\right)<\delta \quad \text { for all } \quad t \in \mathbb{R},
$$

then $y=\phi_{\tau}(x)$ for some $\tau \in(-\varepsilon, \varepsilon)$.
The next result was initially introduced in [5] to prove the expansivity of general hyperbolic flows. Expansivity of the flow $\left(\varphi_{t}\right)_{t \in \mathbb{R}}$ was reproved in [10] by a new approach, using the injectivity radius.

Theorem 5.2 ([5]). For each $\varepsilon>0$ there is a $\delta=\delta(\varepsilon)>0$ with the following property. If $x, y \in X, L>0$ and $s: \mathbb{R} \rightarrow \mathbb{R}$ continuous with $s(0)=0$ satisfy

$$
\begin{equation*}
d_{X}\left(\varphi_{t}(x), \varphi_{s(t)}(y)\right) \leq \delta \quad \text { for all } \quad t \in[-L, L] \tag{5.14}
\end{equation*}
$$

then

$$
\begin{equation*}
|s(t)-t| \leq \varepsilon \quad \text { for all } \quad t \in[-L, L] \tag{5.15}
\end{equation*}
$$

Furthermore, let $w=\langle x, y\rangle=W_{\varepsilon}^{s}\left(\varphi_{v}(x)\right) \cap W_{\varepsilon}^{u}(y)$ for appropriate $v \in(-\varepsilon, \varepsilon)$ in Corollary 3.3. Then

$$
\begin{array}{lll}
d_{X}\left(\varphi_{t}(w), \varphi_{t}(x)\right)<2 \varepsilon & \text { for all } & t \in[-L, L], \\
d_{X}\left(\varphi_{t}(w), \varphi_{t}(y)\right)<3 \varepsilon & \text { for all } & t \in[-L, L], \tag{5.17}
\end{array}
$$

and

$$
\begin{equation*}
d_{X}\left(y, \varphi_{v}(x)\right)<2 \varepsilon e^{-L} \tag{5.18}
\end{equation*}
$$

In particular, the flow $\left(\varphi_{t}\right)_{t \in \mathbb{R}}$ is expansive.

Proof. We follow the proof of Theorem 3.2 in [10] for the first part. Let $\varepsilon>0$ be given and $\rho=\rho(\varepsilon)$ as in Lemma 2.8, Let $\delta_{1}=\delta_{1}(\rho)$ be as in Corollary 3.3. Let $\delta_{2}=\delta_{2}\left(\varepsilon_{1}\right)$ be as in Lemma 2.7, where $\varepsilon_{1}=\frac{e^{\rho / 2}-1}{e^{\rho / 2}+1}$. We define $\delta=\min \left\{\delta_{1}, \delta_{2}\right\}$.

Step 1: Proof of 5.15). Write $x=\Gamma g, y=\Gamma h$ for $g, h \in \operatorname{PSL}(2, \mathbb{R})$ and fix $\overline{L>0}$. For each $t \in[-L, L]$, there is $\gamma(t) \in \Gamma$ so that

$$
\begin{equation*}
d_{X}\left(\varphi_{s(t)}(y), \varphi_{t}(x)\right)=d_{X}\left(\Gamma h a_{s(t)}, \Gamma g a_{t}\right)=d_{\mathrm{G}}\left(\gamma(t) h a_{s(t)}, g a_{t}\right)<\delta \tag{5.19}
\end{equation*}
$$

It was shown in the proof of [10, Theorem 3.2] that

$$
\gamma(t)=\gamma(0) \quad \text { for all } \quad t \in[-L, L]
$$

Setting $\gamma_{0}=\gamma(0)$, 5.19) becomes

$$
\begin{equation*}
d_{\mathrm{G}}\left(a_{-t} g^{-1} \gamma_{0} h a_{s(t)}, e\right)=d_{\mathrm{G}}\left(\gamma_{0} h a_{s(t)}, g a_{t}\right)<\delta \quad \text { for all } \quad t \in[-L, L] \tag{5.20}
\end{equation*}
$$

Write $g^{-1} \gamma_{0} h=\pi(G)$ for $G=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ and

$$
A_{-t} G A_{s(t)}=\left(\begin{array}{ll}
a e^{\frac{s(t)-t}{2}} & b e^{-\frac{s(t)+t}{2}} \\
c e^{\frac{s(t)+t}{2}} & d e^{\frac{t-s(t)}{2}}
\end{array}\right) .
$$

Using Lemma 2.7, 5.20) implies that

$$
\left||a| e^{\frac{s(t)-t}{2}}-1\right|+\left||d| e^{\frac{t-s(t)}{2}}-1\right|<\varepsilon_{1} \quad \text { for all } \quad|t| \leq L
$$

or equivalently
$1-\varepsilon_{1} \leq|a| e^{\frac{s(t)-t}{2}} \leq 1+\varepsilon_{1} \quad$ and $\quad 1-\varepsilon_{1} \leq|d| e^{\frac{t-s(t)}{2}} \leq 1+\varepsilon_{1} \quad$ for all $\quad|t| \leq(5.21)$
Suppose, on the contrary, that $s(t)-t>\varepsilon$ for some $|t| \leq L$. Then $|a| e^{\frac{s(t)-t}{2}>}$ $\left(1-\varepsilon_{1}\right) e^{\frac{\rho}{2}}=\left(1-\varepsilon_{1}\right) \frac{1+\varepsilon_{1}}{1-\varepsilon_{1}}=1+\varepsilon_{1}$, which contradicts 5.21). Therefore $s(t)-t<\rho$ for all $|t| \leq L$. Similarly, $t-s(t)<\rho$ for all $|t| \leq L$, so

$$
\begin{equation*}
|s(t)-t|<\rho \quad \text { for all } \quad|t| \leq L \tag{5.22}
\end{equation*}
$$

Since $\rho<\varepsilon$, we have 5.15).

Step 2: Proof of (5.17)-5.16). Recall from Corollary 3.3 that there are $s, u, v \in[-\rho, \rho]$ such that $w=\langle x, y\rangle=\Gamma g a_{v} b_{s}=\Gamma h c_{u}$. Then for $t \geq 0$, using lemmas 2.1 and 2.2, we get

$$
\begin{align*}
d_{X}\left(\varphi_{t}(w), \varphi_{t}(x)\right) & \leq d_{\mathrm{G}}\left(g a_{v} b_{s} a_{t}, g a_{t}\right)=d_{\mathrm{G}}\left(a_{v} b_{s e^{-t}}, e\right) \\
& =d_{\mathrm{G}}\left(b_{s e^{-t}}, a_{-v}\right) \leq d_{\mathrm{G}}\left(b_{s e^{-t}}, e\right)+d_{\mathrm{G}}\left(a_{v}, e\right) \\
& \leq \frac{1}{\sqrt{2}}|v|+|s| e^{-t}<2 \rho . \tag{5.23}
\end{align*}
$$

Together with (5.22) this implies that for $t \in[0, L]$

$$
\begin{align*}
d_{X}\left(\varphi_{t}(w), \varphi_{t}(y)\right) & \leq d_{X}\left(\varphi_{t}(w), \varphi_{t}(x)\right)+d_{X}\left(\varphi_{t}(x), \varphi_{s(t)}(y)\right)+d_{X}\left(\varphi_{s(t)}(y), \varphi_{t}(y)\right) \\
& \leq \frac{1}{\sqrt{2}}|v|+|s| e^{-t}+\delta+\frac{1}{\sqrt{2}}|s(t)-t| \\
& <\frac{1}{\sqrt{2}} \rho+\rho+\delta+\frac{1}{\sqrt{2}} \rho<3 \rho \tag{5.24}
\end{align*}
$$

Furthermore, $w \in W_{\rho}^{u}(y)$ yields

$$
\begin{equation*}
d_{X}\left(\varphi_{t}(y), \varphi_{t}(w)\right)<\rho e^{-t} \quad \text { for all } \quad t<0 \tag{5.25}
\end{equation*}
$$

In conjunction with (5.24) and $\rho<\varepsilon$ this proves (5.16). Analogously, it follows from (5.25) and (5.14) that for $t \in[-L, 0]$

$$
\begin{aligned}
d_{X}\left(\varphi_{t}(w), \varphi_{t}(x)\right) & \leq d_{X}\left(\varphi_{t}(w), \varphi_{t}(y)\right)+d_{X}\left(\varphi_{t}(y), \varphi_{s(t)}(x)\right)+d_{X}\left(\varphi_{s(t)}(x), \varphi_{t}(x)\right) \\
& \leq|u| e^{t}+\delta+\frac{1}{\sqrt{2}}|s(t)-t|<\rho+\delta+\frac{1}{\sqrt{2}} \rho<2 \rho
\end{aligned}
$$

As a consequence, the statement (5.17) is proved, using (5.23).
Step 3: Proof of (5.18). Now, define $\tilde{x}=\Gamma g a_{v}$. Then

$$
\begin{aligned}
d_{X}\left(\varphi_{t}(w), \varphi_{t}(\tilde{x})\right) & \leq d_{X}\left(\varphi_{t}(w), \varphi_{t}(x)\right)+d_{X}\left(\varphi_{t}(x), \varphi_{t}(\tilde{x})\right) \\
& \leq 2 \rho+\frac{1}{\sqrt{2}}|v|<3 \rho \text { for all } t \in[-L, 0],
\end{aligned}
$$

owing to 5.23 . It follows from Lemma 2.8 (b) that $|s|<\varepsilon e^{-L}$; recall that $w=\Gamma g a_{v} b_{s}$. Also, using $w=\Gamma h c_{u}, y=\Gamma g$, (5.24) and Lemma 2.8 (a), we get $|u|<\varepsilon e^{-L}$. Now, due to $w=\Gamma g a_{v} b_{s}=\Gamma h c_{u}$,

$$
d_{X}\left(y, \varphi_{v}(x)\right)=d_{X}\left(\Gamma h, \Gamma g a_{v}\right)=d_{X}\left(\Gamma g a_{v} b_{s} c_{-u}, \Gamma g a_{v}\right)
$$

$$
\leq|s|+|u|<2 \varepsilon e^{-L}
$$

which is (5.18). Finally, let $L \rightarrow \infty$ to have $y=\varphi_{v}(x)$, which shows the expansivity of the flow $\left(\varphi_{t}\right)_{t \in \mathbb{R}}$. The proof is complete.

Now, we use the expansivity to prove the following auxiliary result, which was introduced in [5] without a proof. This result will be used several times in Section 6 .

Lemma 5.3. Let $\varepsilon \in\left(0, \sigma_{*} / 6\right)$ and $D=P_{\varepsilon}(z)$ and $D^{\prime}=P_{\varepsilon}\left(z^{\prime}\right)$. There exists $\delta=\delta(\varepsilon)>0$ with the following property. Suppose that $x, y \in D,\langle x, y\rangle_{D}$ exists and there is a continuous function $s:[0, T] \rightarrow \mathbb{R}$ with $s(0)=0$ so that

$$
d_{X}\left(\varphi_{t}(x), \varphi_{s(t)}(y)\right) \leq \delta \quad \text { for all } \quad t \in[0, T]
$$

$\varphi_{T}(x), \varphi_{s(T)}(y) \in D^{\prime}$ and $\left\langle\varphi_{T}(x), \varphi_{s(T)}(y)\right\rangle_{D^{\prime}}$ exists. Then

$$
\begin{equation*}
\varphi_{T}\left(\langle x, y\rangle_{D}\right)=\left\langle\varphi_{T}(x), \varphi_{s(T)}(y)\right\rangle_{D^{\prime}} \tag{5.26}
\end{equation*}
$$

Proof. Let $\varepsilon \in\left(0, \sigma_{*} / 6\right)$ be given and take $\delta=\delta(\varepsilon / 3)$ as in Theorem 5.2 to get

$$
\begin{equation*}
|s(t)-t| \leq \frac{\varepsilon}{3} \quad \text { for all } \quad t \in[0, T] \tag{5.27}
\end{equation*}
$$

Write $x=\Gamma g, y=\Gamma h$ for $h, g \in \mathrm{G}=\operatorname{PSL}(2, \mathbb{R})$ such that $d_{X}(x, y)=d_{\mathrm{G}}(h, g)$. According to Lemma 3.2,

$$
\langle x, y\rangle_{D}=\Gamma g b_{s_{1} e^{v_{1}}}=\Gamma h c_{u_{1}} a_{-v_{1}}
$$

with $s_{1}=b d, u_{1}=-\frac{c}{d}, v_{1}=-2 \ln d$; here $\left(\begin{array}{cc}a & b \\ c & d\end{array}\right)=: A \in \mathrm{SL}(2, \mathbb{R})$ satisfies $g^{-1} h=\pi(A)$. Then

$$
\begin{equation*}
\varphi_{T}\left(\langle x, y\rangle_{D}\right)=\Gamma g b_{s_{1} e^{v_{1}}} a_{T}=\Gamma g a_{T} b_{s_{1} e^{v_{1}-T}} \tag{5.28}
\end{equation*}
$$

If

$$
B=\left(\begin{array}{ll}
a e^{\frac{s(T)-T}{2}} & b e^{-\frac{s(T)+T}{2}} \\
c e^{\frac{s(T)+T}{2}} & d e^{-\frac{s(T)-T}{2}}
\end{array}\right) \in \mathrm{SL}(2, \mathbb{R}),
$$

then $\pi(B)=\left(g a_{T}\right)^{-1} h a_{s(T)}$. This implies that

$$
\begin{equation*}
\left\langle\varphi_{T}(x), \varphi_{s(T)}(y)\right\rangle_{D^{\prime}}=\Gamma g a_{T} b_{s_{2} e^{v_{2}}}=\Gamma h a_{s(T)} c_{u_{2}} a_{-v_{2}} \tag{5.29}
\end{equation*}
$$

for
$s_{2}=b d e^{-s(T)}=s_{1} e^{-s(T)}, u_{2}=-\frac{c}{d} e^{s(T)}=u_{1} e^{s(T)}, v_{2}=-2 \ln \left(d e^{-\frac{s(T)-T}{2}}\right)=v_{1}-T+s(T) ;$
note that by Theorem 5.2, $\left|u_{1}\right| \leq \varepsilon e^{-T} / 3$ implies $\left|u_{2}\right|<\varepsilon$, so (5.29) is welldefined. This yields $s_{2} e^{v_{2}}=s_{1} e^{v_{1}-T}$. By comparison (5.28) and (5.29), we obtain (5.26), completing the proof.
Remark 5.4. The previous lemma is also true for $s:[-T, 0] \rightarrow \mathbb{R}$. The proof is similar.

## 6 Construction of Markov partitions

In this section we give a rigorous construction of Markov partitions. We will use the forms of rectangles and local cross sections in Section 4 to construct a so-called pre-Markov partition, and then we follow Bowen's work in [5] to construct a Markov partition of arbitrarily small size step by step, in that we even could somewhat simplify [5]. The special forms of rectangles leads to a more explicit and intuitive Markov partition.

First, we introduce the notion of 'proper family'.
Definition 6.1 (Proper family). Let $\alpha>0$ be given and let $\mathscr{T}=\left\{T_{1}, \ldots, T_{n}\right\}$ be a family of closed sets in $X$. We call $\mathscr{T}$ a proper family of size $\alpha$ if
(i) $X=\varphi_{[-\alpha, 0]}\left(\bigcup_{i=1}^{n} T_{i}\right)$;
there is a family of differential local cross sections $\mathscr{D}=\left\{D_{1}, \ldots, D_{n}\right\}$ such that
(ii) $\operatorname{diam} D_{i}<\alpha$;
(iii) $T_{i} \subset \operatorname{int} D_{i}$;
(iv) for $i \neq j$, at least one of the sets $D_{i} \cap \varphi_{[0, \alpha]}\left(D_{j}\right)$ and $D_{j} \cap \varphi_{[0, \alpha]}\left(D_{i}\right)$ is empty.

In particular, it follows from (iv) that if $i \neq j$, then $D_{i} \cap D_{j}=\varnothing$.
Definition 6.2 (Poincaré map). Let $\mathscr{T}=\left\{T_{1}, \ldots, T_{n}\right\}$ be a proper family. For any $x \in \mathcal{T}=T_{1} \cup \cdots \cup T_{n}$, denote by $t(x)$ the first return time, which is the smallest $t>0$ such that $\varphi_{t}(x) \in \mathcal{T}$. The map $\mathcal{P}_{\mathscr{T}}: \mathcal{T} \longrightarrow \mathcal{T}$ defined by

$$
\mathcal{P}_{\mathscr{T}}(x)=\varphi_{t(x)}(x)
$$

is called the Poincaré map with respect to the family $\mathscr{T}$.

The first return time is also strictly bounded from below by a positive number as follows.

Proposition 6.3. The Poincaré map $\mathcal{P}_{\mathscr{T}}: T_{1} \cup \cdots \cup T_{n} \rightarrow T_{1} \cup \cdots \cup T_{n}$ is a bijection.

Proof. Take $x, y \in \mathcal{T}=T_{1} \cup \cdots \cup T_{n}$ such that $\mathcal{P}_{\mathscr{T}}(x)=\mathcal{P}_{\mathscr{T}}(y)$ or equivalently $\varphi_{t(x)}(x)=\varphi_{t(y)}(y)$. In order to obtain $x=y$, we must show $t(x)=t(y)$. Suppose, in a contrary, that $t(x) \neq t(y)$. If $t(x)>t(y)$ then $0<t(x)-t(y)<$ $t(x)$ and $y=\varphi_{t(x)-t(y)}(x) \in \mathcal{T}$, which contradicts the definition of $t(x)$. The same occurs for $t(x)<t(y)$. Therefore $t(x)=t(y)$ and we deduce that $\mathcal{P}_{\mathscr{T}}$ is injective. Since $\left(\varphi_{t}\right)_{t \in \mathbb{R}}$ is time reversal invariant, $\mathcal{P}_{\mathscr{T}}$ is surjective, which completes the proof.

Note that the first return time map $t$ and the Poincaré map $\mathcal{P}_{\mathscr{T}}$ are not continuous on $\mathcal{T}$ but they are continuous on

$$
\mathcal{T}^{*}=\left\{x \in \mathcal{T}: \mathcal{P}_{\mathscr{T}}^{k}(x) \in \operatorname{int} T_{1} \cup \cdots \cup \operatorname{int} T_{n} \quad \text { for all } \quad k \in \mathbb{Z}\right\}
$$

It does not matter since $\mathcal{T}^{*}$ is dense in $\mathcal{T}$ and

$$
\varphi_{\mathbb{R}}\left(\mathcal{T}^{*}\right)=\left\{x \in X:\left(\varphi_{\mathbb{R}}(x) \cap \mathcal{T}\right) \subset \operatorname{int} T_{1} \cup \cdots \cup \operatorname{int} T_{n}\right\}
$$

is dense in $X$.
Definition 6.4 (Markov partition). A proper family $\mathscr{T}=\left\{T_{1}, \ldots, T_{n}\right\}$ is called a Markov partition if each member in $\mathscr{T}$ is a rectangle and $\mathscr{T}$ satisfies the Markov property:
$\left(M_{s}\right)$ if $x \in U\left(T_{i}, T_{j}\right)=\overline{\left\{x \in \mathcal{T}^{*}: x \in \operatorname{int} T_{i}, \mathcal{P}_{\mathscr{T}}(x) \in \operatorname{int} T_{j}\right\}}$, then $W^{s}\left(x, T_{i}\right) \subset$ $U\left(T_{i}, T_{j}\right)$;
$\left(M_{u}\right)$ if $x \in V\left(T_{i}, T_{k}\right)=\overline{\left\{x \in \mathcal{T}^{*}: x \in \operatorname{int} T_{i}, \mathcal{P}_{\mathscr{T}}^{-1}(x) \in \operatorname{int} T_{k}\right\}}$, then $W^{u}\left(x, T_{i}\right) \subset$ $V\left(T_{i}, T_{k}\right)$.

Remark 6.5. Let $x \in T_{i}, \mathcal{P}_{\mathscr{T}}(x) \in T_{j}$ and $z \in W^{s}\left(x, T_{i}\right)$. If $\mathcal{P}_{\mathscr{T}}(x) \in$ $T_{j}$, then $\mathcal{P}_{\mathscr{T}}(z) \in W^{s}\left(\mathcal{P}_{\mathscr{T}}(x), T_{j}\right)$. For instance, by Lemma 4.18(b) $z=$ $\langle x, z\rangle_{T_{i}}$. Similarly to Lemma 6.14, we obtain $\mathcal{P}_{\mathscr{T}}(z)=\left\langle\mathcal{P}_{\mathscr{T}}(x), \mathcal{P}_{\mathscr{T}}(z)\right\rangle_{T_{j}}$, and so $\mathcal{P}_{\mathscr{T}}(z) \in W^{s}\left(\mathcal{P}_{\mathscr{T}}(x), T_{j}\right)$. Analogously, if $y \in T_{i}, z \in W^{u}\left(y, T_{i}\right)$ and $\mathcal{P}_{\mathscr{T}}^{-1}(y), \mathcal{P}_{\mathscr{T}}^{-1}(z) \in T_{k}$, then $\mathcal{P}_{\mathscr{T}}^{-1}(z) \in W^{u}\left(\mathcal{P}_{\mathscr{T}}^{-1}(y), T_{k}\right)$; see Figure 5 (a) for an illustration of the Markov property.


Figure 5: (a) Markov property (b) Enlarge rectangles

Proposition 6.6. Suppose that $\mathscr{T}$ is a Markov partition and $S_{-N}, \ldots, S_{N} \in$ $\mathscr{T}$. Let $x, y \in S_{0} \cap \mathcal{T}^{*}$ and $z=\langle x, y\rangle_{S_{0}} \in \mathcal{T}^{*}$. Then
(a) if $\mathcal{P}_{\mathscr{T}}^{i}(x) \in S_{i}$ for $0 \leq i \leq N$, then $\mathcal{P}_{\mathscr{T}}^{i}(z) \in W^{s}\left(\mathcal{P}_{\mathscr{T}}^{i}(x), S_{i}\right)$ for $0 \leq i \leq N$. In particular, $\mathcal{P}_{\mathscr{T}}^{i}(z) \in S_{i}$ for $0 \leq i \leq N$;
(b) if $\mathcal{P}_{\mathscr{T}}^{i}(y) \in S_{i}$ for $-N \leq i \leq 0$, then $\mathcal{P}_{\mathscr{T}}^{i}(z) \in W^{u}\left(\mathcal{P}_{\mathscr{T}}^{i}(y), S_{i}\right)$ for $-N \leq i \leq 0$. In particular, $\mathcal{P}_{\mathscr{T}}^{i}(z) \in S_{-i}$ for $-N \leq i \leq 0$.

Proof. (a) By the assumption, it follows that $\mathcal{P}_{\mathscr{T}}^{i}(x) \in U\left(S_{i}, S_{i+1}\right)$ for $0 \leq$ $i \leq N-1$. We prove by induction. For $i=1, z=\langle x, y\rangle_{S_{0}} \in W^{s}\left(x, S_{0}\right)$. By property $\left(M_{s}\right), z \in U\left(S_{0}, S_{1}\right)$. Due to $z \in \mathcal{T}^{*}, \mathcal{P}_{\mathscr{T}}(z) \in S_{1}$. Since $z \in W^{s}\left(x, S_{0}\right)$, it follows from Remark 6.5 that $\mathcal{P}_{\mathscr{T}}(z) \in W^{s}\left(\mathcal{P}_{\mathscr{T}}(x), S_{1}\right)$, so the statement holds for $i=1$. Assume that $\mathcal{P}_{\mathscr{T}}^{i}(z) \in W^{s}\left(\mathcal{P}_{\mathscr{T}}^{i}(x), S_{i}\right)$ for
$1 \leq i \leq N-1$. Since $\mathcal{P}_{\mathscr{T}}^{i}(x) \in U\left(S_{i}, S_{i+1}\right)$ and $P_{\mathscr{T}}^{i}(z) \in W^{s}\left(\mathcal{P}_{\mathscr{T}}^{i}(x), S_{i}\right)$, it follows that $\mathcal{P}_{\mathscr{T}}^{i}(z) \in U\left(S_{i}, S_{i+1}\right)$, and hence $\mathcal{P}_{\mathscr{T}}^{i+1}(z) \in S_{i+1}$, due to $z \in \mathcal{T}^{*}$. This yields $\mathcal{P}_{\mathscr{T}}^{i+1}(z) \in W^{s}\left(\mathcal{P}_{\mathscr{T}}^{i+1}(x), S_{i+1}\right)$ by Remark 6.5 and the conclusion is obtained.
(b) Here the argument is analogous.

Remark 6.7. In geometric meaning, Proposition 6.6 says that, if the future orbit $\left\{\varphi_{t}(x), t \geq 0\right\}$ of $x \in \operatorname{int} S_{0}$ passes through int $S_{1}, i=1,2,3, \ldots$ (in sequence) and the past orbit $\left\{\varphi_{t}(y), t<0\right\}$ of $y \in \operatorname{int} S_{0}$ passes through $\operatorname{int} S_{i}, i=-1,-2, \ldots$ (in sequence) then the orbit of $\langle x, y\rangle_{S_{0}} \in \operatorname{int} S_{0}$ has both properties; see Figure 6 for an illustration. This property is used as the definition of Markov partitions in [13].


Figure 6: Markov property: $z=\langle x, y\rangle_{T_{x_{0}}}$ has properties of both $x$ and $y$
In the rest of this paper we prove the following main result.
Theorem 6.8. The flow $\left(\varphi_{t}\right)_{t \in \mathbb{R}}$ has a Markov partition of arbitrary small size.

The construction of Markov partitions can be summarized as follows.

- For arbitrarily small $\alpha>0$, construct a proper family of size $\alpha$ consisting of rectangles $B_{1}, \ldots, B_{n}$ rectangles, which contain rectangles $K_{1}, \ldots, K_{n}$ with certain properties (Theorem 6.9).
- Enlarge rectangles $K_{1}, \ldots, K_{n}$ to $C_{1}, \ldots, C_{n}$ satisfying Lemma 6.12,
- Decompose $C_{i}$ into smaller sets $E_{j i}^{1}, E_{j i}^{2}, E_{j i}^{3}, E_{j i}^{4}$ in Lemma 6.16 and define family $\mathfrak{C}_{i}$ of sets in $C_{i}$; see Lemma 6.17.
- Construct equivalence classes of elements in $C_{i}$ whose orbits visit the same member of $\mathfrak{C}_{1}, \ldots \mathfrak{C}_{n}$ in the same order for sufficiently large times.
- Prove that after sliding appropriately small times, these equivalence classes are a Markov partition; see lemmas 6.18 and 6.19 .

Fix $\varepsilon \in\left(0, \sigma_{*} / 5\right)$ and define $\delta_{1}=\delta(\varepsilon)$ from Corollary 3.3, and $\delta_{2}=\delta(\varepsilon)$ as in Lemma 5.3. We define $\delta=\min \left\{\delta_{1} / 4, \delta_{2} / 4, \sigma_{*} / 6\right\}$ and consider $\alpha \in(0, \delta)$.

First, we construct a so-called pre-Markov partition, which is stated in [5] without a proof. A similar assertion can be found in [12].

Theorem 6.9. There are a family of differentiable local cross sections $\mathscr{D}=$ $\left\{D_{1}, \ldots, D_{n}\right\}$ and two families of rectangles $\mathscr{K}=\left\{K_{1}, \ldots, K_{n}\right\}, \mathscr{B}=\left\{B_{1}, \ldots, B_{n}\right\}$ satisfying
(a) $K_{i} \subset \operatorname{int} B_{i}, B_{i} \subset \operatorname{int} D_{i}, i=1, \ldots, n$;
(b) $\operatorname{diam} D_{i}<\alpha, i=1, \ldots, n$;
(c) for $i \neq j$, at least one of the sets $D_{i} \bigcap \varphi_{[0,2 \alpha]}\left(D_{j}\right)$ and $D_{j} \bigcap \varphi_{[0,2 \alpha]}\left(D_{i}\right)$ is empty;
(d) $X=\varphi_{[-\alpha, 0]}\left(\bigcup_{i=1}^{n} \operatorname{int} K_{i}\right)=\varphi_{[-\alpha, 0]}\left(\bigcup_{i=1}^{n} \operatorname{int} B_{i}\right)$;
(e) if $B_{i} \bigcap \varphi_{[-\alpha, \alpha]}\left(B_{j}\right) \neq \varnothing$, then $B_{i} \subset \varphi_{[-2 \alpha, 2 \alpha]}\left(D_{j}\right)$.

In comparison with the statement in [5], there is a slightly difference of the flow times and the presence of $K_{1}, \ldots, K_{n}$. Later in our construction, we will enlarge $K_{1}, \ldots, K_{n}$ to $C_{1}, \ldots, C_{n}$, which are still included in $B_{1}, \ldots, B_{n}$, and conditions (c), (e) will be crucial in proving the Markov property.

Proof. The idea of this proof is carefully modified from that of [6, Lemma 7].

Note that due to $0<\alpha<\sigma_{*} / 6$, any Poincaré section of radius at most $\lambda$ is a local cross section of time $2 \alpha$; see Lemma 4.2. Since $X$ is compact, there are $x_{1}, \ldots, x_{m} \in X$ pairwise disjoint such that

$$
\begin{equation*}
X=\varphi_{[-\alpha, 0]}\left(\operatorname{int} S_{\alpha / 16}\left(x_{1}\right)\right) \cup \bigcup_{k=2}^{m} \varphi_{[-\alpha, 0]}\left(\operatorname{int} P_{\alpha / 2}\left(x_{k}\right)\right) \tag{6.30}
\end{equation*}
$$

Step 1: First, we construct $\mathcal{D}$ and $\mathcal{K}$ recursively. Set $\mathcal{D}_{1}=\left\{P_{\alpha / 4}\left(x_{1}\right)\right\}$ and $\mathcal{K}_{1}=\left\{S_{\alpha / 16}\left(x_{1}\right)\right\}$. For each $y \in P_{\alpha / 2}\left(x_{2}\right)$, the set $\varphi_{[-2 \alpha, 2 \alpha]}(y) \cap P_{\alpha / 2}\left(x_{1}\right)$ is either one single point or empty, due to the fact that $P_{\alpha / 2}\left(x_{1}\right)$ is a local cross section of time at least $2 \alpha$. This yields that there is $t_{y} \in(-2 \alpha, 2 \alpha)$ such that $\varphi_{t_{y}}(y) \notin P_{\alpha}\left(x_{1}\right)$. Since $X \backslash P_{\alpha / 2}\left(x_{1}\right)$ is an open, using the continuity of the flow $\varphi: \mathbb{R} \times X \rightarrow X$, there are an open interval $I_{y} \subset(-2 \alpha, 2 \alpha)$ and an open neighbourhood $V_{y} \subset P_{\alpha}\left(x_{2}\right)$ of $y$ so that $\varphi_{I_{y}}\left(V_{y}\right) \subset X \backslash P_{\alpha / 2}\left(x_{1}\right)$, or equivalently, $\varphi_{I_{y}}\left(V_{y}\right) \cap P_{\alpha / 2}\left(x_{1}\right)=\varnothing$. Take $0<r_{y}<\alpha / 4$ so small that $P_{r_{y}}(y) \subset V_{y}$ to have

$$
\varphi_{I_{y}}\left(P_{r_{y}}(y)\right) \cap P_{\alpha / 2}\left(x_{1}\right)=\varnothing .
$$

Due to the fact that $P_{\alpha / 2}\left(x_{2}\right)$ is compact, there are $y_{1}, \ldots, y_{n_{2}} \in P_{\alpha / 2}\left(x_{2}\right)$ distinct such that $P_{r_{y_{i}}}\left(y_{i}\right) \subset P_{\alpha}\left(x_{2}\right)$ and

$$
P_{\alpha / 2}\left(x_{2}\right) \subset \bigcup_{i=1}^{n_{2}} \operatorname{int} S_{r_{y_{i}} / 8}\left(y_{i}\right)
$$

Pick distinct numbers $u_{1} \in I_{y_{1}}, \ldots, u_{n_{2}} \in I_{y_{n_{2}}}$ and set

$$
\begin{aligned}
\mathcal{D}_{2} & =\mathcal{D}_{1} \cup\left\{\varphi_{u_{1}}\left(P_{r_{y_{1}}}\left(y_{1}\right)\right), \ldots, \varphi_{u_{n_{2}}}\left(P_{r_{y_{n_{2}}}}\left(y_{n_{2}}\right)\right)\right\} \\
\mathcal{K}_{2} & =\mathcal{K}_{1} \cup\left\{\varphi_{u_{1}}\left(S_{r_{y_{1}} / 8}\left(y_{1}\right)\right), \ldots, \varphi_{u_{n_{2}}}\left(S_{r_{y_{n_{2}}} / 8}\left(y_{n_{2}}\right)\right)\right\} .
\end{aligned}
$$

Owing to that $u_{1}, \ldots, u_{n_{2}}$ are distinct, we see that Poincaré sections in $\mathcal{D}_{2}$ are pairwise disjoint satisfy Condition (c). Suppose that $\mathcal{D}_{3}, \ldots, \mathcal{D}_{k-1}$, $\mathcal{K}_{3}, \ldots, \mathcal{K}_{k-1}$ are similarly constructed for $k \leq m$ and all Poincaré sections in $\mathcal{D}_{k-1}$ satisfy Condition (c). We are going to construct $\mathcal{D}_{k}$ and $\mathcal{K}_{k}$. Analogously to the construction of $\mathcal{D}_{2}$, for every $z \in P_{\alpha / 2}\left(x_{k}\right)$, the set

$$
\varphi_{[-2 \alpha, 2 \alpha]}(z) \cap \mathrm{D}_{k-1}
$$

is a set of finite points since $\mathcal{D}_{k-1}$ consists of finitely many local cross sections of times at least $2 \alpha$; here $\mathrm{D}_{k-1}$ denotes the union of elements in $\mathcal{D}_{k-1}$. Using the continuity of the flow, there exist an open interval $I_{z} \subset(-2 \alpha, 2 \alpha)$ and $0<r_{z}<\alpha / 4$ such that $\varphi_{I_{z}}\left(P_{r_{z}}(z)\right) \cap \mathrm{D}_{k-1}=\varnothing$. We cover $P_{\alpha / 2}\left(x_{k}\right)$ by smaller rectangles $S_{r_{z_{i}} / 8}\left(z_{i}\right) \subset P_{r_{z_{i}}}\left(z_{i}\right) \subset P_{\alpha}\left(x_{k}\right)$ :

$$
\begin{equation*}
P_{\alpha / 2}\left(x_{k}\right) \subset \bigcup_{i=1}^{n_{k}} \operatorname{int} S_{r_{z_{i}} / 8}\left(z_{i}\right) \tag{6.31}
\end{equation*}
$$

where $z_{i} \in P_{\alpha / 2}\left(x_{k}\right)$. Pick distinct numbers $u_{1} \in I_{z_{1}}, \ldots, u_{n_{k}} \in I_{z_{n_{k}}}$ and let

$$
\begin{aligned}
\mathcal{D}_{k} & =\mathcal{D}_{k-1} \cup\left\{\varphi_{v_{1}}\left(P_{r_{z_{1}}}\left(z_{1}\right)\right), \ldots, \varphi_{v_{n_{k}}}\left(P_{r_{z_{n_{k}}}}\left(z_{n_{k}}\right)\right)\right\} \\
\mathcal{K}_{k} & =\mathcal{K}_{k-1} \cup\left\{\varphi_{v_{1}}\left(S_{r_{z_{1}} / 8}\left(z_{1}\right)\right), \ldots, \varphi_{v_{n_{k}}}\left(S_{r_{z_{n_{k}}} / 8}\left(z_{n_{k}}\right)\right)\right\} .
\end{aligned}
$$

Due to the radii of elements in $\mathcal{D}_{k}$ is at most $\alpha / 4$, their radii are at most $\alpha$ and hence $\mathcal{D}_{k}$ satisfies Condition (b). Next we check that the elements in $\mathcal{D}_{k}$ satisfy Condition (c). Suppose that $\varphi_{[-2 \alpha, 2 \alpha]}\left(P_{i}\right) \cap P \neq \varnothing$ with $P \in \mathcal{D}_{k-1}$ and $P_{i}=\varphi_{v_{i}}\left(P_{r_{z_{i}}}\left(z_{i}\right)\right)$ for some $i$. If $v_{i} \geq 0$, then $\varphi_{[0,2 \alpha]}(P) \cap P_{i}=\varnothing$ and if $v_{i}<0$ then $\varphi_{[0,2 \alpha]}\left(P_{i}\right) \cap P=\varnothing$. Let $P_{i}=\varphi_{v_{i}}\left(P_{r_{z_{i}}}\left(z_{i}\right)\right), P_{j}=\varphi_{v_{j}}\left(P_{r_{z_{j}}}\left(z_{j}\right)\right), i \neq j$. If $v_{i}>v_{j}$ then we observe that $\varphi_{[0,2 \alpha]}\left(P_{i}\right) \cap P_{j}=\varnothing$. For, suppose on the contrary that there is $w=\varphi_{t}(u) \in P_{j}$ for $t \in[0,2 \alpha]$ and $u \in P_{i}$. Then $w=\varphi_{v_{j}}\left(w^{\prime}\right)$ and $u=\varphi_{v_{i}}\left(u^{\prime}\right)$ for $u^{\prime} \in P_{r_{z_{i}}}\left(z_{i}\right) \subset P_{\alpha}\left(x_{k}\right), w^{\prime} \in P_{r_{z_{j}}}\left(z_{j}\right) \subset P_{\alpha}\left(x_{k}\right)$ imply that $w=\varphi_{t+v_{i}}\left(u^{\prime}\right)=\varphi_{v_{j}}\left(w^{\prime}\right)$. Since $P_{\alpha}\left(x_{k}\right)$ is a local cross section, we have $u^{\prime}=w^{\prime}$ and hence $t+v_{i}=v_{j}$ or $t=v_{j}-v_{i}<0$, contradicting $t \geq 0$. Similarly, if $v_{i}<v_{j}$, then $P_{i} \cap \varphi_{[0,2 \alpha]}\left(P_{j}\right)=\varnothing$. We have shown that if $P, Q \in \mathcal{D}_{k}$ and $P \neq Q$, then at least one of the sets $\varphi_{[0,2 \alpha]}(P) \cap Q$ and $\varphi_{[0,2 \alpha]}(Q) \cap P$ is empty. Therefore, $\mathcal{D}_{k}$ satisfies Condition (c).

Repeating this process, we obtain

$$
\begin{aligned}
\mathcal{D}_{m} & =\mathcal{D}_{m-1} \cup\left\{\varphi_{p_{1}}\left(P_{r_{w_{1}}}\left(w_{1}\right)\right), \ldots, \varphi_{p_{n_{m}}}\left(P_{r_{w_{n}}}\left(w_{n_{m}}\right)\right)\right\}, \\
\mathcal{K}_{m} & =\mathcal{K}_{m-1} \cup\left\{\varphi_{p_{1}}\left(S_{r_{w_{1}} / 8}\left(w_{1}\right)\right), \ldots, \varphi_{p_{n_{m}}}\left(S_{r_{w_{n_{m}} / 8}}\left(w_{n_{m}}\right)\right)\right\},
\end{aligned}
$$

where $p_{1} \in I_{w_{1}}, \ldots, p_{n_{m}} \in I_{w_{n_{m}}}$ are pairwise distinct, $I_{w_{1}}, \ldots, I_{w_{n_{m}}} \subset(-2 \alpha, 2 \alpha)$ and $0<r_{w_{i}}<\alpha / 4$ such that

$$
P_{\alpha / 2}\left(x_{m}\right) \subset \bigcup_{i=1}^{n_{m}} \operatorname{int} S_{r_{w_{i}} / 8}\left(w_{i}\right) \quad \text { and } \quad \varphi_{I_{w_{j}}}\left(P_{r_{w_{j}}}\left(w_{j}\right)\right) \cap \mathrm{D}_{m-1}=\varnothing
$$

where $\mathrm{D}_{m-1}$ denotes the union of sets in $\mathcal{D}_{m-1}, S_{r_{w_{i}} / 8}\left(w_{i}\right) \subset P_{r_{w_{i}}}\left(w_{i}\right) \subset$ $P_{\alpha}\left(x_{k}\right)$.

Let $n=\operatorname{card} \mathcal{D}_{m}$ and denote the elements in $\mathcal{D}_{m}$ and $\mathcal{K}_{m}$ by $D_{1}, \ldots, D_{n}$, and $K_{1}, \ldots, K_{n}$, respectively. In summary, we have constructed a family of cross sections $D_{1} \ldots, D_{n}$ satisfying conditions (b) and (c). In addition, due to $\varphi_{t}\left(\Gamma g c_{u} b_{s}\right)=\Gamma g a_{t} c_{u e^{t}} b_{s e^{-t}}$ for $g \in \mathrm{PSL}(2, \mathbb{R}), t, u, s \in \mathbb{R}$, by correcting the radii of Poincaré sections $D_{i}$ and rectangles $K_{i}$, we may assume that

$$
D_{i}=P_{4 \varepsilon}\left(z_{i}\right) \quad \text { and } \quad K_{i}=S_{\varepsilon / 2}\left(z_{i}\right)
$$

for $z_{i} \in X$ and some $\varepsilon \in(0, \alpha / 16)$. Then $D_{i}=P_{4 \varepsilon}\left(z_{i}\right) \subset P_{\alpha / 4}\left(z_{i}\right)$, so (b) holds by Lemma 4.2. Now, for each $i \in\{1, \ldots, n\}$, define

$$
B_{i}=S_{\varepsilon}\left(z_{i}\right)
$$

to obtain (a).
Step 2: Proof of (d). Due to (6.30), for any $x \in X$, either $x \in \varphi_{[-\alpha, 0]}\left(S_{\alpha / 16}\left(x_{1}\right)\right)$ or $x \in \varphi_{[-\alpha, 0]}\left(\operatorname{int} P_{\alpha / 2}\left(x_{k}\right)\right)$ for some $k \in\{2, \ldots, m\}$. Then (6.31) implies that $x \in \varphi_{[-\alpha, 0]}\left(\operatorname{int} S_{r_{z_{i}} / 8}\left(z_{i}\right)\right)$ for some $i \in\left\{1, \ldots, r_{n_{k}}\right\}$. This means that $x \in \varphi_{[-\alpha, 0]}\left(\operatorname{int} K_{s}\right)$ for some $s \in\{1, \ldots, n\}$, and the former of (d) is proved. This yields the latter of (d).

Step 3: Proof of (e). Write $z_{i}=\Gamma g_{i}$ for $g_{i} \in \operatorname{PSL}(2, \mathbb{R})$. Suppose that $\overline{x=\varphi_{t}}(y)$ for $t \in[-\alpha, \alpha], x \in B_{i}$ and $y \in B_{j}$. We need to check that $x \in \varphi_{[-2 \alpha, 2 \alpha]}\left(D_{j}\right)$. Recall that for $k \in\{1, \ldots, n\}$,

$$
B_{k}=S_{\varepsilon}\left(z_{k}\right)=\left\{\Gamma g_{k} c_{u} b_{s}, u \in[-\varepsilon, \varepsilon], s=\frac{s^{\prime}}{1-u s^{\prime}} \text { for some } s^{\prime} \in[-\varepsilon, \varepsilon]\right\}
$$

We have $x=\Gamma g_{i} c_{u} b_{s}=\Gamma g_{j} c_{\hat{u}} b_{\hat{s}} a_{t}$. For any $z=\Gamma g_{i} c_{\tilde{u}} b_{\tilde{s}} \in B_{i}$, we write

$$
\begin{aligned}
z & =\Gamma g_{i} c_{u} b_{s} b_{-s} c_{-u} c_{\tilde{u}} b_{\tilde{s}}=\Gamma g_{j} c_{\hat{u}} b_{\hat{s}} a_{t} b_{-s} c_{-u} c_{\tilde{u}} b_{\tilde{s}} \\
& =\Gamma g_{j} c_{\hat{u}} b_{\hat{s}-s e^{t} t} c_{(\tilde{u}-u) e^{-t}} b_{\tilde{s} e^{t}} a_{t}=\Gamma g_{j} c_{\bar{u}} b_{\bar{s}} a_{\bar{t}},
\end{aligned}
$$

where

$$
\begin{aligned}
\bar{s}= & \hat{s}-s e^{t}+\tilde{s} e^{t}+(\tilde{u}-u) e^{-t}\left(\hat{s}-s e^{t}\right)\left(1+\hat{s}-s e^{t}+\tilde{s} e^{t}\right) \\
& +(\tilde{u}-u)\left(\hat{s}-s e^{t}\right) \tilde{s}\left(1+(\tilde{u}-u) e^{-t}\left(\hat{s}-s e^{t}\right)\right), \\
\bar{u}= & \hat{u}+(\tilde{u}-u) e^{-t}-\frac{(\tilde{u}-u)^{2} e^{-2 t}\left(\hat{s}-s e^{t}\right)}{1+(\tilde{u}-u) e^{-t}\left(\hat{s}-s e^{t}\right)}, \\
\bar{t}= & t+2 \ln \left(1+(\tilde{u}-u) e^{-t}\left(\hat{s}-s e^{t}\right)\right) .
\end{aligned}
$$

After a short calculation, we obtain $|\bar{t}| \leq 2 \alpha,|\bar{s}|<4 \varepsilon,|\bar{u}|<4 \varepsilon$. This means that $z \in \varphi_{[-2 \alpha, 2 \alpha]}\left(D_{j}\right)$, proving Condition (e).

The theorem is proved.
From the above proof, it follows the next result.

Remark 6.10. With the setting in Theorem 6.9,
(e') if $B_{i} \bigcap \varphi_{[-\alpha, 0]}\left(B_{j}\right) \neq \varnothing$ then $B_{i} \subset \varphi_{[-2 \alpha, 0]}\left(D_{j}\right)$ and if $B_{i} \bigcap \varphi_{[0, \alpha]}\left(B_{j}\right) \neq$ $\varnothing$ then $B_{i} \subset \varphi_{[0,2 \alpha]}\left(D_{j}\right)$.

Now, recall that $X=\varphi_{[-\alpha, 0]}\left(\bigcup_{i=1}^{n} K_{i}\right)=\varphi_{[-\alpha / 2, \alpha / 2]}\left(\bigcup_{i=1}^{n} K_{i}\right)$. Let $3 \lambda>0$ be the Lebesgue number for the cover $\left\{\varphi_{[-\alpha / 2, \alpha / 2]}\left(K_{1}\right), \ldots, \varphi_{[-\alpha / 2, \alpha / 2]}\left(K_{n}\right)\right\}$, i.e., any subset of $X$ with diameter at most $3 \lambda$ contains in some $\varphi_{[-\alpha / 2, \alpha / 2]}\left(K_{i}\right)$. Fix $L>0$ and $i \in\{1, \ldots, n\}$. For $x \in K_{i}$, there is a closed neighbourhood $V_{x}^{i}$ of $x$ such that

$$
\operatorname{diam} \varphi_{t}\left(V_{x}^{i}\right) \leq \lambda \quad \text { for all } \quad|t| \leq 2 L
$$

Since $K_{i}$ compact, we cover it by a finite family $\mathcal{V}_{i}=\left\{V_{x_{1}}^{i}, \ldots, V_{x_{n_{i}}}^{i}\right\}$ :

$$
K_{i} \subset \bigcup_{j=1}^{n_{i}} V_{x_{j}}^{i}
$$

We may assume that for any $V \in \mathcal{V}_{i}, V \subset S_{2 \varepsilon / 3}\left(z_{i}\right)$.
Let $A \subset X$ be given. Denote

$$
B(A, \lambda)=\left\{x \in X: d_{X}(x, A)=\inf _{y \in A} d_{X}(x, y)<\lambda\right\}
$$

We claim that $\operatorname{diam} B\left(\varphi_{-L}(V), \lambda\right)<3 \lambda$ and $\operatorname{diam} B\left(\varphi_{L}(V), \lambda\right)<3 \lambda$ for all $V \in \mathcal{V}_{i}$. For, taking $x, y \in B\left(\varphi_{-L}(V), \lambda\right)$, there are $z_{1}, z_{2} \in \varphi_{-L}(V)$ such that $d_{X}\left(x, z_{1}\right)<\lambda$ and $d_{X}\left(y, z_{2}\right)<\lambda$. This implies $d_{X}(x, y) \leq d_{X}\left(x, z_{1}\right)+$ $d_{X}\left(z_{1}, z_{2}\right)+d_{X}\left(z_{2}, y\right)<3 \lambda$ and hence diam $B\left(\varphi_{-L}(V), \lambda\right)<3 \lambda$. Similarly, $\operatorname{diam} B\left(\varphi_{L}(V), \lambda\right)<3 \lambda$.

By the property of $\lambda$, for each $i \in\{1, \ldots, n\}$ and $V \in \mathcal{V}_{i}$, there are $a(V), b(V) \in\{1, \ldots, n\}$ so that $B\left(\varphi_{-L}(V), \lambda\right) \subset \varphi_{[-\alpha / 2, \alpha / 2]}\left(K_{a(V)}\right)$ and $B\left(\varphi_{L}(V), \lambda\right) \subset$ $\varphi_{[-\alpha / 2, \alpha / 2]}\left(K_{b(V)}\right)$. Then the following maps

$$
g_{V^{-}}=\operatorname{pr}_{D_{a(V)}} \circ \varphi_{-L}: V \longrightarrow K_{a(V)} \subset B_{a(V)}
$$

and

$$
g_{V^{+}}=\operatorname{pr}_{D_{b(V)}} \circ \varphi_{L}: V \longrightarrow K_{b(V)} \subset B_{b(V)}
$$

are well-defined. We recursively define the set $R_{i, k}$ and $S_{i, k}$ by $R_{i, 0}=S_{i, 0}=$ $K_{i}$ and for $k \geq 0$

$$
\begin{equation*}
R_{i, k+1}=\bigcup_{V \in \mathcal{V}_{i}} \bigcup_{v \in V}\left\{\left\langle y, \operatorname{pr}_{D_{i}} \varphi_{L}(z)\right\rangle_{D_{i}}: y \in K_{i}, z \in W^{s}\left(g_{V^{-}}(v), R_{a(V), k}\right)\right\} \tag{6.32}
\end{equation*}
$$

$$
\begin{equation*}
S_{i, k+1}=\bigcup_{V \in \mathcal{V}_{i}} \bigcup_{v \in V}\left\{\left\langle\operatorname{pr}_{D_{i}} \varphi_{-L}(z), y\right\rangle_{D_{i}}: y \in K_{i}, z \in W^{u}\left(g_{V^{+}}(v), S_{b(V), k}\right)\right\} \tag{6.33}
\end{equation*}
$$

For $x \in(0,1)$, we set $x^{\prime}=\frac{x}{1-x^{2}}$. Note that $x<y$ if and only if $x^{\prime}<y^{\prime}$ and $x=y$ if and only if $x^{\prime}=y^{\prime}$.

In the rest of the paper, we consider $L>4$ and $T:=L-\alpha / 2$. Define $\varepsilon_{0}=2 \varepsilon / 3$ and $\varepsilon_{k+1}=\varepsilon_{0}+2 \varepsilon_{k} e^{-T}, k \geq 0$. Accordingly, $\varepsilon_{0}^{\prime}=2 \varepsilon^{\prime} / 3$ and $\varepsilon_{k+1}^{\prime}=\varepsilon_{0}^{\prime}+2 \varepsilon_{k}^{\prime} e^{-T}, k \geq 0$.

Lemma 6.11. For every $i \in\{1, \ldots, n\}$, the following statements hold.
(a) $R_{i, k} \subset S_{\varepsilon_{0}}^{\varepsilon_{k}}\left(z_{i}\right)$ and $S_{i, k} \subset S_{\varepsilon_{0}}^{\varepsilon_{k}}\left(z_{i}\right)$ for all $k \geq 0$.
(b) The sets $R_{i}=\bigcup_{k=0}^{\infty} R_{i, k}, S_{i}=\bigcup_{k=0}^{\infty} S_{i, k}$ are subsets of $B_{i}$.
(c) The set $C_{i}=\left\langle S_{i}, R_{i}\right\rangle_{D_{i}}=\left\{\langle p, q\rangle_{D_{i}}: p \in S_{i}, q \in R_{i}\right\}$ is a rectangle contained in $B_{i}$.

Proof. (a) We prove the former by induction. First,

$$
R_{i, 1}=\bigcup_{V \in \mathcal{V}_{i}} \bigcup_{v \in V}\left\{\left\langle y, \operatorname{pr}_{D_{i}} \varphi_{L}(z)\right\rangle_{D_{i}}: y \in K_{i}, z \in W^{s}\left(g_{V^{-}}(v), K_{a(V)}\right)\right\}
$$

For any $x \in R_{i, 1}, x=\left\langle y, \operatorname{pr}_{D_{i}} \varphi_{L}(z)\right\rangle_{D_{i}}$ for $z \in W^{s}\left(\operatorname{pr}_{D_{a(V)}} \varphi_{-L}(v), K_{a(V)}\right)$ with some $v \in V \in \mathcal{V}_{i}$. We first show that $\operatorname{pr}_{D_{i}} \varphi_{L}(z) \in S_{\varepsilon_{0}}^{\varepsilon_{1}}\left(z_{i}\right)$. Let $v=$ $\Gamma g_{i} c_{u_{v}} b_{s_{v}} \in V \subset S_{2 \varepsilon / 3}\left(z_{i}\right)$ and $\operatorname{pr}_{D_{a(V)}} \varphi_{-L}(v)=\varphi_{-L-\tau}(v)=\Gamma g_{l} c_{u} b_{s} \in K_{l}=$ $S_{\varepsilon / 2}\left(\Gamma g_{l}\right)$ with $l=a(V) \in\{1, \ldots, n\}$ for some $\tau \in[-\alpha / 2, \alpha / 2]$. According to Proposition 4.14 (a), $z=\Gamma g_{l} c_{u} b_{s_{z}}$. Since $\varphi_{L+\tau}\left(\operatorname{pr}_{D_{a(V)}} \varphi_{-L}(v)\right)=v$, it follows that $\Gamma g_{l} c_{u} b_{s} a_{L+\tau}=\Gamma g_{i} c_{u_{v}} b_{s_{v}}$. This implies that

$$
\hat{z}:=\varphi_{L+\tau}(z)=\Gamma g_{l} c_{u} b_{s} a_{L+\tau} b_{\left(s_{z}-s\right) e^{-L-\tau}}=\Gamma g_{i} c_{u_{v}} b_{s_{v}+\left(s_{z}-s\right) e^{-L-\tau}} \in D_{i} .
$$

Also $\hat{z}=\operatorname{pr}_{D_{i}} \varphi_{L}(z)=\left(u_{\hat{z}}, s_{\hat{z}}\right)_{z_{i}} \in D_{i}$, where

$$
u_{\hat{z}}=u_{v} \quad \text { and } s_{\hat{z}}=\left(u, s_{v}+\left(s_{z}-s\right) e^{-L-\tau}\right)_{z_{i}} .
$$

Then

$$
\left|s_{\bar{z}}\right| \leq \varepsilon_{0}^{\prime}+2 \varepsilon_{0}^{\prime} e^{-L+\alpha / 2} \leq \varepsilon_{0}^{\prime}+2 \varepsilon_{0}^{\prime} e^{-T}=\varepsilon_{1}^{\prime}
$$

shows that $\hat{z} \in S_{\varepsilon_{0}}^{\varepsilon_{1}}\left(z_{i}\right)$. Since $y \in K_{i}=S_{\varepsilon}\left(z_{i}\right) \subset S_{\varepsilon_{0}}^{\varepsilon_{1}}\left(z_{i}\right)$, we get $x=$ $\langle y, \hat{z}\rangle_{D_{i}} \in S_{\varepsilon_{0}}^{\varepsilon_{1}}\left(z_{i}\right)$ due to the fact that $S_{\varepsilon_{0}}^{\varepsilon_{1}}\left(z_{i}\right)$ is a rectangle. Therefore $R_{i, 1} \subset S_{\varepsilon_{0}}^{\varepsilon_{1}}\left(z_{i}\right)$.

Next, assume that $R_{i, j-1} \in S_{\varepsilon_{0}}^{\varepsilon_{j-1}}\left(z_{i}\right)$ for $j>1$. Take $x=\left\langle y, \operatorname{pr}_{D_{i}} \varphi_{L}(z)\right\rangle_{D_{i}} \in$ $R_{i, j}$, where $y \in K_{i}, z \in W^{s}\left(\operatorname{pr}_{D_{a(V)}} \varphi_{-L}(v), R_{a(V), j-1}\right)$ for some $v=\Gamma g_{i} c_{u_{v}} b_{s_{v}} \in$ $V \in \mathcal{V}_{i}$. Similarly to above, $\operatorname{pr}_{D_{a(V)}} \varphi_{-L}(v)=\varphi_{-L-\tau}(v)=\Gamma g_{l} c_{u} b_{s} \in R_{l, j-1}$ with $l=a(V)$ for some $\tau \in[-\alpha / 2, \alpha / 2]$. Writing $z=\Gamma g_{l} c_{u} b_{s_{z}}$, we have

$$
\begin{aligned}
\hat{z} & :=\operatorname{pr}_{D_{i}} \varphi_{-L}(z)=\varphi_{L+\tau}(z)=\Gamma g_{l} c_{u} b_{s} a_{L+\tau} b_{\left(s_{z}-s\right) e^{-L-\tau}} \\
& =\Gamma g_{i} c_{u_{v}} b_{s_{v}+\left(s_{z}-s\right) e^{-L-\tau}}=\left(u_{\hat{z}}, s_{\hat{z}}\right)_{z_{i}} \in D_{i},
\end{aligned}
$$

where

$$
u_{\hat{z}}=u_{v}, s_{\hat{z}}=s_{v}+\left(s_{z}-s\right) e^{-L-\tau}
$$

Then

$$
\left|s_{\hat{z}}\right| \leq \varepsilon_{0}^{\prime}+2 \varepsilon_{j-1}^{\prime} e^{-T}=\varepsilon_{j}^{\prime}
$$

yields $\hat{z} \in S_{\varepsilon_{0}}^{\varepsilon_{j}}\left(z_{i}\right)$. Since $y \in K_{i} \subset S_{\varepsilon_{0}}^{\varepsilon_{j}}\left(z_{i}\right)$, we obtain $x=\langle y, \hat{z}\rangle_{D_{i}} \in S_{\varepsilon_{0}}^{\varepsilon_{j}}\left(z_{i}\right)$ and so $R_{i, j} \subset S_{\varepsilon_{0}}^{\varepsilon_{j}}\left(z_{i}\right)$. We deduce that $R_{i, k} \subset S_{\varepsilon_{0}}^{\varepsilon_{k}}\left(z_{i}\right)$ for all $k \geq 0$.

To verify the latter, we need the other versions of Poincaré sections and rectangles. Define

$$
\widetilde{D}_{i}=\widetilde{P}_{4 \varepsilon}\left(z_{i}\right)=\left\{\Gamma g_{i} b_{s} c_{u}: u, s \in[-4 \varepsilon, 4 \varepsilon]\right\}
$$

and
$\widetilde{B}_{i}=T_{\varepsilon}\left(z_{i}\right)=\left\{\Gamma g_{i} b_{s} c_{u}: s \in[-\varepsilon, \varepsilon]\right.$ and $u=\frac{u^{\prime}}{1-s u^{\prime}} \quad$ for some $\left.u^{\prime} \in[-\varepsilon, \varepsilon]\right\}$.
We recall from Lemma 4.13 that $\operatorname{pr}_{D_{i}}\left(\widetilde{B}_{i}\right)=B_{i}$ and $\operatorname{pr}_{\tilde{D}_{i}}\left(B_{i}\right)=\widetilde{B}_{i}$. By projecting to $\widetilde{D}_{i}, 6.33$ is equivalent to

$$
\begin{equation*}
\widetilde{S}_{i, k+1}=\bigcup_{\widetilde{V} \in \tilde{\mathcal{V}}_{i}} \bigcup_{v \in \widetilde{V}}\left\{\left\langle\operatorname{pr}_{\widetilde{D}_{i}} \varphi_{-L}(z), y\right\rangle_{\widetilde{D}_{i}}: y \in \widetilde{K}_{i}, z \in W^{u}\left(g_{\tilde{V}^{+}}(v), S_{b(\widetilde{V}), k}\right)\right\} \tag{6.34}
\end{equation*}
$$

where $\widetilde{S}_{i, k}=\operatorname{pr}_{\widetilde{D}_{i}}\left(S_{i, k}\right), \widetilde{K}_{i}=\operatorname{pr}_{\widetilde{D}_{i}}\left(K_{i}\right), \widetilde{\mathcal{V}}_{i}=\operatorname{pr}_{\widetilde{D}_{i}}\left(\mathcal{V}_{i}\right), \widetilde{V}_{i}=\operatorname{pr}_{\widetilde{D}_{i}}\left(V_{i}\right)$, and

$$
g_{\tilde{V}^{+}}=\operatorname{pr}_{\widetilde{D}_{b(\tilde{V})}} \circ \varphi_{L}: \widetilde{V} \longrightarrow \widetilde{K}_{b(\widetilde{V})} \subset \widetilde{B}_{b(\widetilde{V})}
$$

Recall from Proposition 4.13 that $\operatorname{pr}_{\widetilde{D}_{i}}\left(S_{\varepsilon_{0}}^{\varepsilon_{k}}\left(z_{i}\right)\right)=T_{\varepsilon_{k}}^{\varepsilon_{0}}\left(z_{i}\right)$ and $\operatorname{pr}_{D_{i}}\left(T_{\varepsilon_{k}}^{\varepsilon_{0}}\left(z_{i}\right)\right)=$ $S_{\varepsilon_{0}}^{\varepsilon_{k}}\left(z_{i}\right)$. Together with $\operatorname{pr}_{D_{i}}\left(\widetilde{S}_{i, k}\right)=S_{i, k}$, the inclusion $S_{i, k} \subset S_{\varepsilon_{k}}^{\varepsilon_{0}}\left(z_{i}\right)$ is equivalent to

$$
\begin{equation*}
\widetilde{S}_{i, k} \subset T_{\varepsilon_{0}}^{\varepsilon_{k}}\left(z_{i}\right) \tag{6.35}
\end{equation*}
$$

We first verify that $\widetilde{S}_{i, 1} \subset T_{\varepsilon_{0}}^{\varepsilon_{1}}\left(z_{i}\right)$. For $x \in \widetilde{S}_{i, 1}, x=\left\langle\operatorname{pr}_{\widetilde{D}_{i}} \varphi_{-L}(z), y\right\rangle_{\widetilde{D}_{i}}$, where $y \in \widetilde{K}_{i}$ and $z \in W^{u}\left(\operatorname{pr}_{\widetilde{D}_{b(\widetilde{V})}} \varphi_{L}(v), \widetilde{K}_{b(\widetilde{V})}\right)$ for $v=\Gamma g_{i} b_{s_{v}} c_{u_{v}} \in \widetilde{V} \in \widetilde{\mathcal{V}}_{i}$. There is a $\tau \in[-\alpha / 2, \alpha / 2]$ such that $\operatorname{pr}_{\tilde{D}_{b(\tilde{V})}} \varphi_{L}(v)=\varphi_{L+\tau}(v)=\Gamma g_{l} b_{s} c_{u} \in$ $\tilde{K}_{l}=T_{\varepsilon / 2}\left(\Gamma g_{l}\right)$ for $l=b(\widetilde{V})$. By Proposition 4.14 (b), $z=\Gamma g_{l} b_{s} c_{u_{z}}$. Since $\varphi_{-L-\tau}\left(\operatorname{pr}_{\tilde{D}_{b(\tilde{V})}} \varphi_{L}(v)\right)=v$, it follows that $\Gamma g_{l} b_{s} c_{u} a_{-L-\tau}=\Gamma g_{i} b_{s_{v}} c_{u_{v}}$. Then

$$
\hat{z}:=\varphi_{-L-\tau}(z)=\Gamma g_{l} b_{s} c_{u} a_{L+\tau} c_{\left(u_{z}-u\right) e^{-L-\tau}}=\Gamma g_{i} b_{s} c_{u_{v}+\left(u_{z}-u\right) e^{-L-\tau}} \in \widetilde{D}_{i}
$$

implies that

$$
\hat{z}=\operatorname{pr}_{\tilde{D}_{i}} \varphi_{-L}(z)=\left(s_{\hat{z}}, u_{\hat{z}}\right)_{z_{i}}^{\prime},
$$

where

$$
s_{\hat{z}}=s, u_{\hat{z}}=u_{v}+\left(u_{z}-u\right) e^{-L-\tau} .
$$

The estimate

$$
\left|u_{\hat{z}}\right| \leq \varepsilon_{0}^{\prime}+2 \varepsilon_{0}^{\prime} e^{-L+\alpha / 2} \leq \varepsilon_{0}^{\prime}+2 \varepsilon_{0}^{\prime} e^{-T}=\varepsilon_{1}^{\prime}
$$

shows that $\hat{z} \in T_{\varepsilon_{1}}^{\varepsilon_{0}}\left(z_{i}\right)$. Since $y \in \tilde{K}_{i}=T_{\varepsilon / 2}\left(z_{i}\right) \subset T_{\varepsilon_{1}}^{\varepsilon_{0}}\left(z_{i}\right)$, we have $x \in$ $T_{\varepsilon_{1}}^{\varepsilon_{0}}\left(z_{i}\right)$ due to the fact that $T_{\varepsilon_{1}}^{\varepsilon_{0}}\left(z_{i}\right)$ is a rectangle, and we deduce $\widetilde{S}_{i, 1} \subset$ $T_{\varepsilon_{1}}^{\varepsilon_{0}}\left(z_{i}\right)$. In the similar way, we can show that if $\widetilde{S}_{i, j-1} \subset T_{\varepsilon_{j-1}}^{\varepsilon_{0}}\left(z_{i}\right)$ for $i>1$, then $\widetilde{S}_{i, j}\left(z_{i}\right) \subset T_{\varepsilon_{j}}^{\varepsilon_{0}}\left(z_{i}\right)$ and hence (6.34) is obtained.
(b) We have

$$
\begin{aligned}
\varepsilon_{k} & =\varepsilon_{0}+\varepsilon_{0}\left(2 e^{-T}\right)+\cdots+\varepsilon_{0}\left(2 e^{-T}\right)^{k-1}+\varepsilon_{0}\left(2 e^{-T}\right)^{k} \\
& =\frac{1-\left(2 e^{-T}\right)^{k+1}}{1-2 e^{-T}} \varepsilon_{0}<\frac{\varepsilon_{0}}{1-2 e^{-T}}<\frac{3}{2} \varepsilon_{0}=\varepsilon .
\end{aligned}
$$

for all $k \geq 1$ when $T>3$. This implies that $S_{\varepsilon_{0}}^{\varepsilon_{k}}\left(z_{i}\right) \subset S_{\varepsilon}\left(z_{i}\right)=B_{i}$ and $S_{\varepsilon_{k}}^{\varepsilon_{0}}\left(z_{i}\right) \subset S_{\varepsilon}\left(z_{i}\right)=B_{i}$ for all $k \geq 1$. Therefore $R_{i}=\bigcup_{k=0}^{\infty} R_{i, k} \subset B_{i}$ and $S_{i}=\bigcup_{k=0}^{\infty} S_{i, k} \subset B_{i}$.
(c) If $x_{i}=\left\langle p_{i}, q_{i}\right\rangle_{D_{i}} \in C_{i}, i=1,2$, then $\left\langle x_{1}, x_{2}\right\rangle_{D_{i}}=\left\langle\left\langle p_{1}, q_{1}\right\rangle_{D_{i}},\left\langle p_{2}, q_{2}\right\rangle_{D_{i}}\right\rangle_{D_{i}}=$ $\left\langle p_{1}, q_{2}\right\rangle_{D_{i}} \in C_{i}$ by Lemma 4.18(d). This shows that each $C_{i}$ is a rectangle. Due to (b), it follows that $C_{i} \subset B_{i}$.

The next lemma is a key result, which help us prove the final statement (Lemma 6.19).


Figure 7: Illustration for the proof of Lemma 6.12

Lemma 6.12. Consider $x \in C_{i}$.
(a) There is a $k$ so that

$$
\varphi_{-L}(x) \in \varphi_{[-\alpha / 2, \alpha / 2]}\left(C_{k}\right) \quad \text { and } \quad \operatorname{pr}_{D_{i}} \varphi_{L} W^{s}\left(\operatorname{pr}_{D_{k}} \varphi_{-L}(x), C_{k}\right) \subset W^{s}\left(x, C_{i}\right)
$$

(b) There is a $j$ so that

$$
\varphi_{L}(x) \in \varphi_{[-\alpha / 2, \alpha / 2]}\left(C_{i}\right) \quad \text { and } \quad \operatorname{pr}_{D_{i}} \varphi_{-L} W^{u}\left(\operatorname{pr}_{D_{j}} \varphi_{L}(x), C_{i}\right) \subset W^{u}\left(x, C_{i}\right)
$$

Proof. (a) Since $X=\cup_{i=1}^{n} \varphi_{[-\alpha / 2, \alpha / 2]}\left(K_{i}\right)$, it follows the former, also $\operatorname{pr}_{D_{k}} \varphi_{-L}(x)$ makes sense. Write $x=\left\langle x_{1}, x_{2}\right\rangle_{D_{i}} \in C_{i}$, where $x_{1}=\operatorname{pr}_{D_{i}} \varphi_{-L}\left(w_{1}\right), x_{2}=$ $\operatorname{pr}_{D_{i}} \varphi_{L}\left(w_{2}\right)$ for $w_{1} \in W^{u}\left(\operatorname{pr}_{D_{j}} \varphi_{L}\left(v_{1}\right), S_{j}\right), w_{2} \in W^{s}\left(\operatorname{pr}_{D_{k}} \varphi_{-L}\left(v_{2}\right), R_{k}\right)$ for some $v_{1}, v_{2} \in S_{2 \varepsilon / 3}\left(z_{i}\right)$; see Figure 7(a) for an illustration. Write $x=$ $\Gamma g_{i} c_{u_{x}} b_{s_{x}} \in C_{i}$ and $\operatorname{pr}_{D_{k}} \varphi_{-L}(x)=\varphi_{-L-\tau}(x)=\Gamma g_{i} c_{u_{x}} b_{s_{x}} a_{-L-\tau}=\Gamma g_{k} c_{u} b_{s} \in$ $C_{k}$ for some $\tau \in[-\alpha / 2, \alpha / 2]$. If $y \in W^{s}\left(\operatorname{pr}_{D_{k}} \varphi_{-L}(x), C_{k}\right)$, then by Proposition 4.13 (a), $y=\Gamma g_{k} c_{u} b_{s_{y}}$. It follows that

$$
\varphi_{L+\tau}(y)=\Gamma g_{k} c_{u} b_{s} a_{L+\tau} b_{\left(s_{y}-s\right) e^{-L-\tau}}=\Gamma g_{j} c_{u_{x}} b_{s_{x}+\left(s_{y}-s\right) e^{-L-\tau}} \in W^{s}\left(x, D_{i}\right)
$$

This means that $\operatorname{pr}_{D_{i}} \varphi_{L}(y)=\varphi_{L+\tau}(y) \in W^{s}\left(x, D_{i}\right)$, and it remains to show $\varphi_{L+\tau}(y) \in C_{i}$. For, let $z=\left\langle\operatorname{pr}_{D_{k}} \varphi_{-L}\left(v_{2}\right), y\right\rangle_{D_{k}} \in C_{k}$. We check that $\operatorname{pr}_{D_{i}} \varphi_{L}(z) \in C_{i}$ and also $\operatorname{pr}_{D_{i}} \varphi_{L}(y)=\left\langle x, \operatorname{pr}_{D_{i}} \varphi_{L}(z)\right\rangle_{D_{i}}$.

Write $v_{2}=\Gamma g_{i} c_{u_{v_{2}}} b_{s_{v_{2}}} \in S_{2 \varepsilon / 3}\left(z_{i}\right)$ and $\operatorname{pr}_{D_{k}} \varphi_{-L}\left(v_{2}\right)=\varphi_{-L-r}\left(v_{2}\right)=$ $\Gamma g_{i} c_{u_{v_{2}}} b_{s_{v_{2}}} a_{-L-r}=\Gamma g_{k} c_{\hat{u}} b_{\hat{s}} \in C_{k}$ for some $r \in[-\alpha / 2, \alpha / 2]$. Then $z=$ $\Gamma g_{k} c_{\hat{u}} b_{s_{z}}$ yields

$$
\varphi_{L+r}(z)=\Gamma g_{i} c_{u_{v_{2}}} b_{s_{v_{2}}+\left(s_{z}-\hat{s}\right) e^{-L-\tau}} \in C_{i}
$$

by the construction of $C_{i}$; see the proof of Lemma 6.11(a). Next, since $y \in W^{s}\left(\operatorname{pr}_{D_{k}} \varphi_{-L}(x), C_{k}\right), y=\left\langle\operatorname{pr}_{D_{k}} \varphi_{-L}(x), q\right\rangle_{D_{k}}$ for some $q \in C_{k}$. It follows from Lemma 4.18(a) that
$z=\left\langle\operatorname{pr}_{D_{k}} \varphi_{-L}\left(v_{2}\right), y\right\rangle_{D_{k}}=\left\langle\operatorname{pr}_{D_{k}} \varphi_{-L}\left(v_{2}\right),\left\langle\operatorname{pr}_{D_{k}} \varphi_{-L}(x), q\right\rangle_{D_{k}}\right\rangle_{D_{k}}=\left\langle\operatorname{pr}_{D_{k}} \varphi_{-L}\left(v_{2}\right), q\right\rangle_{D_{k}}$.
This implies
$y=\left\langle\operatorname{pr}_{D_{k}} \varphi_{-L}(x), q\right\rangle_{D_{k}}=\left\langle\operatorname{pr}_{D_{k}} \varphi_{-L}(x),\left\langle\operatorname{pr}_{D_{k}} \varphi_{-L}\left(v_{2}\right), q\right\rangle_{D_{k}}\right\rangle_{D_{k}}=\left\langle\operatorname{pr}_{D_{k}} \varphi_{-L}(x), z\right\rangle_{D_{k}}$.
We are in a position to show that $\operatorname{pr}_{D_{i}} \varphi_{L}(y)=\left\langle x, \operatorname{pr}_{D_{i}} \varphi_{L}(z)\right\rangle_{D_{i}}$. There is no loss of generality, we may assume that $r \leq \tau$. Define

$$
s(t)=\left\{\begin{array}{lll}
t & \text { if } & t \in[0, L+r]  \tag{6.36}\\
L+r & \text { if } & t \in[L+r, L+\tau]
\end{array}\right.
$$

Then $s:[0, L+\tau] \rightarrow \mathbb{R}$ is continuous with $s(0)=0$ and for $t \in[0, L+\tau]$
$d_{X}\left(\varphi_{t}\left(\varphi_{-L-\tau}(x)\right), \varphi_{s(t)}(z)\right) \leq d_{X}\left(\varphi_{t}\left(\varphi_{-L-\tau}(x)\right), \varphi_{t}\left(w_{2}\right)\right)+d_{X}\left(\varphi_{t}\left(w_{2}\right), \varphi_{s(t)}(z)\right)$.

Owing to $z \in W^{s}\left(w_{2}, C_{k}\right)$ and $s(t)=t, t \in[0, L+r]$, it follows that for $t \in[0, L+r]$

$$
d_{X}\left(\varphi_{t}\left(w_{2}\right), \varphi_{s(t)}(z)\right)<\varepsilon e^{-t}
$$

whence for $t \in[L+r, L+\tau]$

$$
\begin{aligned}
d_{X}\left(\varphi_{t}\left(w_{2}\right), \varphi_{s(t)}(z)\right) & =d_{X}\left(\varphi_{t}\left(w_{2}\right), \varphi_{L+r}(z)\right) \\
& \leq d_{X}\left(\varphi_{t}\left(w_{2}\right), \varphi_{L+r}\left(w_{2}\right)\right)+d_{X}\left(\varphi_{L+r}\left(w_{2}\right), \varphi_{L+r}(z)\right) \\
& \leq \frac{1}{\sqrt{2}}|t-(L+r)|+\varepsilon \leq \frac{1}{\sqrt{2}}|\tau-r|+\varepsilon<2 \alpha
\end{aligned}
$$

where we have used Lemma 2.2. Hence

$$
\begin{equation*}
d_{X}\left(\varphi_{t}\left(w_{2}\right), \varphi_{s(t)}(z)\right)<2 \alpha \text { for all } t \in[0, L+\tau] \tag{6.38}
\end{equation*}
$$

In addition, since $x \in W^{u}\left(x_{2}, C_{i}\right), d_{X}\left(\varphi_{t}(x), \varphi_{t}\left(x_{2}\right)\right)<\varepsilon e^{t}$ for all $t \in \mathbb{R}$. Write $\varphi_{-L-\bar{\tau}}\left(x_{2}\right)=w_{2}$ for some $\bar{\tau} \in[-\alpha / 2, \alpha / 2]$. Let us assume that $\tau \leq \bar{\tau}$. For $t \in[0, L+\tau]$,

$$
\begin{align*}
d_{X}\left(\varphi_{t}\left(\varphi_{-L-\tau}(x)\right), \varphi_{t}\left(w_{2}\right)\right) \leq & d_{X}\left(\varphi_{t}\left(\varphi_{-L-\tau}(x)\right), \varphi_{t+\tau-\bar{\tau}}\left(\varphi_{-L-\tau}(x)\right)\right) \\
& +d_{X}\left(\varphi_{t+\tau-\bar{\tau}}\left(\varphi_{-L-\tau}(x)\right), \varphi_{t}\left(\varphi_{-L-\bar{\tau}}\left(x_{2}\right)\right)\right) \\
< & \frac{1}{\sqrt{2}}|\tau-\bar{\tau}|+d_{X}\left(\varphi_{t-L-\bar{\tau}}(x), \varphi_{t-L-\bar{\tau}}\left(x_{2}\right)\right) \\
< & \alpha+\varepsilon<2 \alpha . \tag{6.39}
\end{align*}
$$

Combining (6.37)-(6.39), we get

$$
d_{X}\left(\varphi_{t}(z), \varphi_{s(t)}(x)\right)<4 \alpha<\delta_{2} \text { for all } t \in[0, L+\tau]
$$

Apply Lemma 5.3 to obtain $\left\langle x, \varphi_{L+r}(z)\right\rangle_{D_{i}}=\operatorname{pr}_{D_{i}} \varphi_{L+\tau}(y)=\operatorname{pr}_{D_{i}} \varphi_{L}(y)$, which proves that $y \in W^{s}\left(x, C_{i}\right)$.
(b) The former is clear and so $\operatorname{pr}_{D_{j}} \varphi_{L}(x)$ makes sense. For $w \in W^{u}\left(\operatorname{pr}_{D_{j}} \varphi_{L}(x), C_{j}\right)$, we need to verify that $\operatorname{pr}_{D_{i}} \varphi_{-L}(w) \in W^{u}\left(x, C_{i}\right)$. We need the other version of rectangles. The inclusion is equivalent to ${\underset{\sim}{\sim}}_{\widetilde{D}_{i}} \varphi_{-L} W^{u}\left(\operatorname{pr}_{\widetilde{D}_{j}} \varphi_{L}(\tilde{x}), \widetilde{C}_{j}\right) \subset$ $W^{u}\left(\tilde{x}, \widetilde{C}_{i}\right)$, where $\tilde{x}=\operatorname{pr}_{\widetilde{D}_{i}}(x), \widetilde{C}_{i}=\operatorname{pr}_{\widetilde{D}_{i}}\left(C_{i}\right), \widetilde{C}_{j}=\operatorname{pr}_{\widetilde{D}_{j}}\left(C_{j}\right)$.

Write $\tilde{x}=\Gamma g_{i} b_{s_{\tilde{x}}} c_{u_{\tilde{x}}} \in \widetilde{C}_{i}$ and $\varphi_{L+\nu}(\tilde{x})=\operatorname{pr}_{\widetilde{D}_{j}} \varphi_{L}(\tilde{x})=\Gamma g_{j} b_{s} c_{u} \in \widetilde{C}_{j}$ and $\tilde{w}=\Gamma g_{j} b_{s} c_{u_{\tilde{w}}} \in W^{u}\left(\operatorname{pr}_{\tilde{D}_{j}} \varphi_{L}(\tilde{x}), \widetilde{C}_{j}\right)$; see Proposition 4.14 (b). Then
$\varphi_{-L-\nu}(\tilde{w})=\Gamma g_{i} b_{s_{\tilde{x}}} c_{u_{\tilde{x}}+\left(u_{\tilde{w}}-u\right) e^{-L-\nu}} \in W^{u}\left(\tilde{x}, \widetilde{D}_{i}\right)$. Equivalently, $\operatorname{pr}_{D_{i}} \varphi_{-L}(w) \in$ $W^{u}\left(x, D_{i}\right)$. Let $p=\left\langle w, w_{1}\right\rangle_{D_{j}}$. Analogously to above, we can verify that $\operatorname{pr}_{D_{i}} \varphi_{-L}(p) \in C_{i}$ and $\operatorname{pr}_{D_{i}} \varphi_{-L}(w)=\left\langle\operatorname{pr}_{D_{i}} \varphi_{-L}(p), x\right\rangle_{D_{i}} \in W^{u}\left(x, C_{i}\right)$; see Figure 7 for a depiction. The proof is complete.

Proposition 6.13. If $L>\ln (4 \varepsilon / \lambda)$, then $\varphi_{-L} W^{u}\left(x, C_{i}\right) \subset \varphi_{[-\alpha / 2, \alpha / 2]}\left(C_{k}\right)$ and $\varphi_{L} W^{s}\left(x, C_{i}\right) \subset \varphi_{[-\alpha / 2, \alpha / 2]}\left(C_{j}\right)$.

Proof. Write $x=\Gamma g \in C_{i}$ with $g \in \operatorname{PSL}(2, \mathbb{R})$ and fix $L>\ln (4 \varepsilon / \lambda)$ or $e^{-L}<10 \varepsilon / \lambda$. For any $y \in W^{u}\left(x, C_{i}\right), y=\langle z, x\rangle_{C_{i}}$, so $y=\Gamma g c_{u} a_{\tau}$ for some $u, \tau \in[-3 \varepsilon, 3 \varepsilon]$; see Lemma 4.6. Then

$$
\begin{aligned}
d_{X}\left(\varphi_{-L}(y), \varphi_{-L+\tau}(x)\right) & =d_{X}\left(\Gamma g c_{u} a_{-L+\tau}, \Gamma g a_{-L+\tau}\right) \leq d_{\mathrm{G}}\left(c_{u} a_{-L+\tau}, a_{-L+\tau}\right) \\
& =d_{\mathrm{G}}\left(c_{u e^{-L+\tau}}, e\right) \leq|u| e^{-L+\tau} \leq 3 \varepsilon e^{-L+\tau}<4 \varepsilon e^{-L}<\lambda
\end{aligned}
$$

This yields $\varphi_{-L}(y) \in B\left(\varphi_{-L+\tau}(x), \lambda\right)$ for all $y \in W^{u}\left(x, C_{i}\right)$ and hence $\varphi_{-L} W^{u}\left(x, C_{i}\right) \subset$ $B\left(\varphi_{-L+\tau}(x), \lambda\right)$. There exists a $k \in\{1, \ldots, n\}$ such that

$$
\varphi_{-L} W^{u}\left(x, C_{i}\right) \subset \varphi_{[-\alpha / 2, \alpha / 2]}\left(C_{k}\right),
$$

which is the former. Next, if $y \in W^{s}\left(x, C_{i}\right)$, then $y=\langle x, z\rangle_{C_{i}}$ for some $z \in C_{i}$ and hence $y=\Gamma g b_{s}$ for some $s \in[-3 \varepsilon, 3 \varepsilon]$; see Lemma 4.6. The definition of $d_{X}$ (see (2.3) and Lemma 2.1 imply

$$
\begin{aligned}
d_{X}\left(\varphi_{L}(x), \varphi_{L}(y)\right) & =d_{X}\left(\Gamma g a_{L}, \Gamma g b_{s} a_{L}\right) \leq d_{\mathrm{G}}\left(g a_{L}, g b_{s} a_{L}\right) \\
& <d_{\mathrm{G}}\left(a_{L}, b_{s} a_{L}\right)=d_{\mathrm{G}}\left(b_{s e^{-L}}, e\right) \leq|s| e^{-L} \leq 3 \varepsilon e^{-L}<\lambda .
\end{aligned}
$$

This yields $\varphi_{L}(y) \in B\left(\varphi_{L}(x), \lambda\right)$ for all $y \in W^{s}\left(x, C_{i}\right)$ and so $\varphi_{L} W^{s}\left(x, C_{i}\right) \subset$ $B\left(\varphi_{L}(x), \lambda\right)$. By the property of $\lambda, \varphi_{L} W^{s}\left(x, C_{i}\right) \subset \varphi_{[-\alpha / 2, \alpha / 2]}\left(C_{j}\right)$ for some $j \in\{1, \ldots, n\}$, owing to Condition (d) in Theorem 6.9. The latter is showed.

The next result is helpful afterwards.
Lemma 6.14. Let $x, y \in C_{i}$ and $\mathcal{P}_{\mathscr{C}}(x), \mathcal{P}_{\mathscr{C}}(y) \in C_{j}$. If $\mathcal{P}_{\mathscr{C}}\left(\langle x, y\rangle_{C_{i}}\right) \in C_{j}$, then $\mathcal{P}_{\mathscr{C}}\left(\langle x, y\rangle_{C_{i}}\right)=\left\langle\mathcal{P}_{\mathscr{C}}(x), \mathcal{P}_{\mathscr{C}}(y)\right\rangle_{C_{j}}$.

Proof. Let $x, y \in C_{i}$ and $\mathcal{P}_{\mathscr{C}}(x), \mathcal{P}_{\mathscr{C}}(y) \in C_{j}$ and let $z=\langle x, y\rangle_{C_{i}}$. We first show that if $\mathcal{P}_{\mathscr{C}}(z) \in C_{j}$, then $t(x)=t(z)$; recall $t(x)$ and $t(y)$ are the first
return times, $\mathcal{P}_{\mathscr{C}}(x)=\varphi_{t(x)}(x)$ and $\mathcal{P}_{\mathscr{C}}(z)=\varphi_{t(z)}(z)$. This means that the first return time is constant along stable manifold. For, write $x=\Gamma g_{i} c_{u_{x}} b_{s_{x}}$ and $\mathcal{P}_{\mathscr{C}}(x)=\varphi_{t(x)}(x)=\Gamma g_{j} c_{u} b_{s}$ for $\left|u_{x}\right|,\left|s_{x}\right|,|u|,|s|<\varepsilon$, then $\varphi_{t(x)}(z)=$ $\Gamma g_{j} c_{u} b_{s+\left(s_{z}-s_{x}\right) e^{-t(x)}} \in D_{j}$, which is due to $\left|s+\left(s_{z}-s_{x}\right) e^{-t(x)}\right|<3 \varepsilon$. On the other hand, $\mathcal{P}_{\mathscr{C}}(z)=\varphi_{t(z)}(z) \in C_{j} \subset D_{j}$. Since $D_{j}$ is a local cross section of time $\alpha$, and $0<t(x), t(z) \leq \alpha$, it follows that $\mathcal{P}_{\mathscr{C}}(z)=\varphi_{t(x)}(z)$ and $t(z)=$ $t(x)$. It remains to show that $\varphi_{t(x)}\left(\langle x, y\rangle_{C_{i}}\right)=\left\langle\varphi_{t(x)}(x), \varphi_{t(y)}(y)\right\rangle_{C_{j}}$. W.l.o.g, we may assume that $t(y) \leq t(x)$. Let $\tau=t(x)$ and define $s:[0, \tau] \rightarrow \mathbb{R}$ by

$$
s(t)=\left\{\begin{array}{lll}
t & \text { if } & t \in[0, t(y)] \\
t(y) & \text { if } & t \in[t(y), \tau]
\end{array}\right.
$$

Then $s$ is continuous and $s(0)=0$. Also $\varphi_{\tau}(x)=\mathcal{P}_{\mathscr{C}}(x)$ and $\varphi_{s(\tau)}(y)=$ $\mathcal{P}_{\mathscr{C}}(y)$. Furthermore, for $t \in[0, \tau]$,

$$
\begin{aligned}
d_{X}\left(\varphi_{t}(x), \varphi_{s(t)}(y)\right) & \leq d_{X}\left(\varphi_{t}(x), x\right)+d_{X}(x, y)+d_{X}\left(y, \varphi_{s(t)}(y)\right) \\
& \leq|t|+|s(t)|+\alpha<3 \alpha<\delta_{2}
\end{aligned}
$$

Apply Lemma 5.3 to get $\varphi_{\tau}\left(\langle x, y\rangle_{C_{i}}\right)=\left\langle\varphi_{\tau}(x), \varphi_{s(\tau)}(y)\right\rangle_{C_{j}}$, which proves the lemma.

The next result follows from the previous lemma by induction.
Lemma 6.15. Let $K$ be a positive integer and $x, y \in X$. Suppose that $\mathcal{P}_{\mathscr{C}}^{k}(x) \in C_{j_{k}}, \mathcal{P}_{\mathscr{C}}^{k}(y) \in C_{j_{k}}$ for all $0 \leq k \leq K$. If $\mathcal{P}_{\mathscr{C}}^{k}\left(\langle x, y\rangle_{C_{j_{0}}}\right) \in C_{j_{k}}$ for all $0 \leq k \leq K$, then $\mathcal{P}_{\mathscr{C}}^{K}\left(\langle x, y\rangle_{C_{j_{0}}}\right)=\left\langle\mathcal{P}_{\mathscr{C}}^{K}(x), \mathcal{P}_{\mathscr{C}}^{K}(y)\right\rangle_{C_{j_{K}}}$.

For each $j$, let

$$
\begin{equation*}
I_{j}=\left\{i: \exists x \in \operatorname{int} C_{j} \quad \text { with } \quad \mathcal{P}_{\mathscr{C}}(x) \in \operatorname{int} C_{i}\right\} . \tag{6.40}
\end{equation*}
$$

For $i \in I_{j}, C_{i} \cap \varphi_{[0, \alpha]}\left(C_{j}\right) \neq \varnothing$ and hence $B_{i} \cap \varphi_{[0, \alpha]}\left(B_{j}\right) \neq \varnothing$. By Condition (e') (see Remark 6.10) on the choice of $D_{i}$ 's, we have $C_{i} \subset \varphi_{[0,2 \alpha]}\left(D_{j}\right)$ and $\operatorname{pr}_{D_{j}}\left(C_{i}\right)$ makes sense. For $i \in I_{j}$, define

$$
\begin{equation*}
E_{j i}=C_{j} \cap \operatorname{pr}_{D_{j}}\left(C_{i}\right) . \tag{6.41}
\end{equation*}
$$

It is clear that $E_{j i}$ is a rectangle having non-empty interior and we see that

$$
E_{j i}=\left\{x \in C_{j}: x=\operatorname{pr}_{D_{j}}(y) \text { for some } y \in C_{i}\right\}
$$



Figure 8: Projection of $C_{i}$ on $D_{j}$ and $E_{i j}^{1}, \ldots, E_{i j}^{4}$ partition $C_{j}$

$$
\begin{aligned}
& =\left\{x \in C_{j}: x=\varphi_{\tau}(y) \text { for some } y \in C_{i} \text { and } \tau \in[-2 \alpha, 0]\right\} \\
& =\left\{x \in C_{j}: \varphi_{v}(x) \in C_{i} \text { for some } v \in[0,2 \alpha]\right\}
\end{aligned}
$$

Lemma 6.16. Pick $z \in \operatorname{int} E_{j i}$. The sets

$$
\begin{align*}
E_{j i}^{1} & =\overline{\operatorname{int} E_{j i}},  \tag{6.42}\\
E_{j i}^{2} & =\overline{\left\{y \in \operatorname{int} C_{j}:\langle z, y\rangle_{C_{j}} \in \operatorname{int} E_{j i},\langle y, z\rangle_{C_{j}} \notin E_{j i}\right\}},  \tag{6.43}\\
E_{j i}^{3} & =\overline{\left\{y \in \operatorname{int} C_{j}:\langle z, y\rangle_{C_{j}} \notin E_{j i},\langle y, z\rangle_{C_{j}} \in \operatorname{int} E_{j i}\right\}},  \tag{6.44}\\
E_{j i}^{4} & =\overline{\left\{y \in \operatorname{int} C_{j}:\langle z, y\rangle_{C_{j}} \notin E_{j i},\langle y, z\rangle_{C_{j}} \notin E_{j i}\right\}} . \tag{6.45}
\end{align*}
$$

are rectangles intersecting only in their boundaries.
Proof. Since $C_{i}$ and $C_{j}$ are rectangles, it follows that $E_{j i}^{1}$ is a rectangle by Remark 4.8. Denote by $G_{j i}^{2}$ the set under the closure symbol in (6.43). For any $y_{1}, y_{2} \in G_{j i}^{2}$, we have $y_{1}, y_{2} \in \operatorname{int} C_{j}$ and hence $\left\langle y_{1}, y_{2}\right\rangle \in \operatorname{int} C_{j}$. Furthermore, $\langle z, y\rangle_{C_{j}}=\left\langle z,\left\langle y_{1}, y_{2}\right\rangle_{C_{j}}\right\rangle_{C_{j}}=\left\langle z, y_{2}\right\rangle_{C_{j}} \in \operatorname{int} E_{j i}$, owing to $y_{2} \in$ $G_{i j}^{2}$. Also, $\langle y, z\rangle_{C_{j}}=\left\langle\left\langle y_{1}, y_{2}\right\rangle_{C_{j}}, z\right\rangle_{C_{j}}=\left\langle y_{1}, z\right\rangle_{C_{j}} \notin$ int $E_{j i}$ due to $y_{1} \in G_{i j}^{2}$. Therefore $y=\left\langle y_{1}, y_{2}\right\rangle_{C_{j}} \in G_{j i}^{2}$. Since $\langle\cdot, \cdot\rangle_{C_{j}}$ is continuous on $C_{j} \times C_{j}$, we deduce that $E_{i j}^{2}$ is a rectangle. Analogously, $E_{i j}^{3}, E_{i j}^{4}$ are rectangles.

In addition,

$$
C_{j}=E_{j i}^{1} \cup E_{j i}^{2} \cup E_{j i}^{3} \cup E_{j i}^{4}
$$

As int $E_{j i}, G_{j i}^{2}, G_{j i}^{3}, G_{j i}^{4}$ are pairwise disjoint, $E_{j i}^{1}, E_{j i}^{2}, E_{j i}^{3}, E_{j i}^{4}$ intersect only in their boundaries; See Figure 8 for an illustration.

Lemma 6.17. The sets $F_{j}^{a(i)}:=\overline{\bigcap_{i \in I_{j}} \text { int } E_{j i}^{a(i)}}, a(i): I_{j} \rightarrow\{1,2,3,4\}$ are rectangles and create a cover of $C_{j}$. Furthermore, elements in

$$
\mathfrak{C}_{j}=\left\{F_{j}^{a(i)}, a(i): I_{j} \rightarrow\{1,2,3,4\}\right\}
$$

intersect only in their boundary, and

$$
U_{j}=\bigcup_{E \in \mathfrak{C}_{j}} \operatorname{int} E
$$

is an open dense subset of $C_{j}$.
Proof. By Lemma 6.16, $E_{j i}^{a(i)}$ are rectangles, so are $F_{j}^{a(i)}$ by Remark 4.8 and it is clear that they are a cover of $C_{j}$. The last assertion is obvious.


Figure 9: For $I_{j}=\left\{i, i^{\prime}\right\}$ : projections of $C_{i}$ and $C_{i^{\prime}}$ to $D_{j}$ create partitions of $C_{j}$ in (a) and (b); the set $\mathfrak{C}_{j}$ consists of nine sets in (c).

Denote by $\mathcal{P}_{\mathscr{C}}$ the Poincaré map for proper family $\mathscr{C}=\left\{C_{1}, \ldots, C_{n}\right\}$. For a positive integer $N$, we define

$$
\begin{equation*}
\mathcal{C}_{N}=\left\{x \in C_{1} \cup \cdots \cup C_{n}: \mathcal{P}_{\mathscr{C}}^{k}(x) \in \bigcup_{j=1}^{n} U_{j} \quad \text { for all } \quad k=1, \ldots, N\right\} \tag{6.46}
\end{equation*}
$$

and an equivalence relation on $\mathcal{C}_{N}$ as follows. For $x, y \in \mathcal{C}_{N}$, the relation $x \stackrel{N}{\sim} y$ means that, for every $k \in\{1, \ldots, N\}, \mathcal{P}_{\mathscr{C}}^{k}(x)$ and $\mathcal{P}_{\mathscr{C}}^{k}(y)$ not only lie the same $C_{j_{k}} \in \mathscr{C}$ but also the same member $F_{j_{k}}^{a(i)}$ of $\mathfrak{C}_{j_{k}}$ for some $j_{k} \in\{1, \ldots, n\}$. Let $G_{1}, \ldots, G_{m}$ denote the equivalence classes. Since $N$ is finite and there are finitely many $C_{j}$ and finitely many members in $\mathfrak{C}_{j}$, it follows that $m=m(N)$ is finite.

Lemma 6.18. The sets $\bar{G}_{1}, \ldots, \bar{G}_{m}$ are rectangles in $X$.
Proof. We follow the proof of Lemma 7.5 in [5]. For $p \in\{1, \ldots, m\}$ fixed, it is enough to verify that if $x, y \in C_{j_{0}}, x, y \in G_{p}$, then $z=\langle x, y\rangle_{C_{j_{0}}} \in G_{p}$. Since $G_{p}$ is an equivalence class, in order to achieve $z \in G_{p}$, we must show that $x \stackrel{N}{\sim} z$ or $y \stackrel{N}{\sim} z$. This means that for each $k \in\{1, \ldots, N\}, \mathcal{P}_{\mathscr{C}}^{k}(x), \mathcal{P}_{\mathscr{C}}^{k}(y)$ and $\mathcal{P}_{\mathscr{C}}^{k}(z)$ belong to the same $C_{j_{k}}$ for some $j_{k} \in\{1, \ldots, n\}$ and the same member of $\mathfrak{C}_{j_{k}}$. This is clear for $k=0$ since $C_{j_{0}}$ and $F_{j_{0}}^{a(i)}$ are rectangles. Suppose on the contrary that it is true for all $0 \leq k<k^{\prime}$ but not for some $k^{\prime} \leq N$. Then $\mathcal{P}_{\mathscr{C}}^{k^{\prime}-1}(x), \mathcal{P}_{\mathscr{C}}^{k^{\prime}-1}(y)$ and $\mathcal{P}_{\mathscr{C}}^{k^{\prime}-1}(z)$ all lie in some $C_{j} ; \mathcal{P}_{\mathscr{C}}^{k^{\prime}}(x), \mathcal{P}_{\mathscr{C}}^{k^{\prime}}(y)$ lie in some $C_{i^{\prime}}$ but $\mathcal{P}_{\mathscr{C}}^{k^{\prime}}(z)$ lies in a $C_{i} \neq C_{i^{\prime}}$. Then by the definition of $I_{j}$ (see (6.40)), $i^{\prime}, i \in I_{j}$ and $i^{\prime} \neq i$. It follows from Lemma 6.15 that

$$
\begin{equation*}
\left\langle\mathcal{P}_{\mathscr{C}}^{k^{\prime}-1}(x), \mathcal{P}_{\mathscr{C}}^{k^{\prime}-1}(y)\right\rangle_{C_{j}}=\mathcal{P}_{\mathscr{C}}^{k^{\prime}-1}\left(\langle x, y\rangle_{C_{j_{0}}}\right)=\mathcal{P}_{\mathscr{C}}^{k^{\prime}-1}(z) . \tag{6.47}
\end{equation*}
$$

Recall that $\mathcal{P}_{\mathscr{C}}^{k^{\prime}-1}(x)$ and $\mathcal{P}_{\mathscr{C}}^{k^{\prime}-1}(y)$ lie in the same member of $\mathfrak{C}_{j}$ and each member of $\mathfrak{C}_{j}$ is a rectangle. It follows from (6.47) that $\mathcal{P}_{\mathscr{C}}^{k^{\prime}-1}(z)$ lies in that member too. Note that $z^{\prime}:=\mathcal{P}_{\mathscr{C}}^{k^{\prime}-1}(z) \in C_{j} \cap \operatorname{pr}_{D_{j}}\left(C_{i}\right)=E_{j i}$, which is due to $z^{\prime} \in C_{j}$ and $\mathcal{P}_{\mathscr{C}}\left(z^{\prime}\right) \in C_{i}$. Then $z^{\prime} \in E_{j i}^{1}$ implies that $x^{\prime}=\mathcal{P}_{\mathscr{C}}^{k^{\prime}-1}(x) \in E_{j i}^{1}$, owing to that both $x^{\prime}$ and $z^{\prime}$ lie in the same member of $\mathfrak{C}_{j}$. This yields $\varphi_{\tau}\left(x^{\prime}\right) \in C_{i}$ for some $0<\tau \leq 2 \alpha$. Since $\mathcal{P}_{\mathscr{C}}\left(x^{\prime}\right)=\mathcal{P}_{\mathscr{C}}^{k^{\prime}}(x) \in C_{i^{\prime}}$, there is an $s$ with $0<s<\tau$ so that $\varphi_{s}\left(x^{\prime}\right) \in C_{i^{\prime}}$, and hence

$$
\begin{equation*}
\varphi_{\tau}\left(x^{\prime}\right)=\varphi_{\tau-s}\left(\varphi_{s}\left(x^{\prime}\right)\right) \in C_{i} \cap \varphi_{[0,2 \alpha]}\left(C_{i^{\prime}}\right) \subset D_{i} \cap \varphi_{[0,2 \alpha]}\left(D_{i^{\prime}}\right) \tag{6.48}
\end{equation*}
$$

On the other hand, $x^{\prime} \in E_{j i^{\prime}}^{1}$ yields $z^{\prime} \in E_{j i^{\prime}}^{1}$. There is $0<\tau^{\prime} \leq 2 \alpha$ such that $\varphi_{\tau^{\prime}}\left(z^{\prime}\right) \in C_{i^{\prime}}$. Since $\mathcal{P}_{\mathscr{C}}\left(z^{\prime}\right) \in C_{i}$, it follows that $\varphi_{s^{\prime}}\left(z^{\prime}\right) \in C_{i}$ for some $0<s^{\prime}<\tau^{\prime}$. As a consequence,

$$
\varphi_{\tau^{\prime}}\left(z^{\prime}\right)=\varphi_{\tau^{\prime}-s^{\prime}}\left(\varphi_{s^{\prime}}\left(z^{\prime}\right)\right) \in C_{i^{\prime}} \cap \varphi_{[0,2 \alpha]}\left(C_{i}\right) \subset D_{i^{\prime}} \cap \varphi_{[0,2 \alpha]}\left(D_{i}\right)
$$

which is impossible due to (6.48) and Condition (c) in Theorem 6.9. Therefore, $\mathcal{P}_{\mathscr{C}}^{k}(z)$ lies in the same $C_{j_{k}}$ as $\mathcal{P}_{\mathscr{C}}^{k}(x)$ and $\mathcal{P}_{\mathscr{C}}^{k}(y)$ for $0 \leq k \leq N$. In addition, it follows from Lemma 6.15 that

$$
\mathcal{P}_{\mathscr{C}}^{k}(z)=\left\langle\mathcal{P}_{\mathscr{C}}^{k}(x), \mathcal{P}_{\mathscr{C}}^{k}(y)\right\rangle_{C_{j_{k}}} .
$$

Since for each $k \in\{1, \ldots, n\}, \mathcal{P}_{\mathscr{C}}^{k}(x)$ and $\mathcal{P}_{\mathscr{C}}^{k}(y)$ lie in the same member of $\mathfrak{C}_{j}$ and each member is a rectangle, $\mathcal{P}_{\mathscr{C}}^{k}(z)$ must lie in that member too. We have shown that if $x, y \in G_{p}$, then $\langle x, y\rangle \in G_{p}$, which implies that $\bar{G}_{p}$ is a rectangle.

Let $\tau_{1}, \ldots, \tau_{m}$ be so small distinct numbers that $\varphi_{\tau_{1}}\left(\bar{G}_{1}\right), \ldots, \varphi_{\tau_{m}}\left(\bar{G}_{m}\right)$ are pairwise disjoint. Using Lemma 6.18, $M_{p}:=\varphi_{\tau_{p}}\left(\bar{G}_{p}\right), p=1, \ldots, m$ are rectangles. We are going to show that

$$
\mathscr{M}_{N}=\left\{M_{1}, \ldots, M_{m(N)}\right\}
$$

is a Markov partition.
For any $p \in\{1, \ldots, N\}$, there is $i=i(q) \in\{1, \ldots, n\}$ such that $G_{p} \subset$ $C_{i} \subset D_{i}$. Write $\widehat{D}_{p}=\varphi_{\tau_{p}}\left(D_{i}\right)$ to have $M_{p} \subset \widehat{D}_{p}$. By Condition (c) in Theorem 6.9. if $i \neq j$, then at least one of the sets $\widehat{D}_{i} \cap \varphi_{[0,2 \alpha]}\left(\widehat{D}_{j}\right)$ and $\widehat{D}_{j} \cap \varphi_{[0,2 \alpha]}\left(\widehat{D}_{i}\right)$ is empty. Furthermore, $X=\bigcup_{i=1}^{m} \varphi_{[-\alpha, 0]}\left(C_{i}\right)$ implies that $X=\bigcup_{j=1}^{m} \varphi_{[-2 \alpha, 0]}\left(M_{j}\right)$. It follows that $\mathscr{M}_{N}$ is a proper family of size $2 \alpha$.

The final lemma below proves Theorem 6.8.
Lemma 6.19. For $N>\frac{L}{2 \alpha}, \mathscr{M}_{N}$ is a Markov partition of time $2 \alpha$.
Proof. We only need to show that $\mathscr{M}_{N}$ satisfies the Markov property; see Definition 6.4. Denote by $\mathcal{P}_{\mathscr{M}}$ the corresponding return map of $\mathscr{M}_{N}$ and
$\mathcal{M}_{N}^{*}=\left\{x \in M_{1} \cup \cdots \cup M_{N}: \mathcal{P}_{\mathscr{M}}^{k}(x) \in \operatorname{int} M_{1} \cup \cdots \cup \operatorname{int} M_{N}\right.$ for all $\left.k \in \mathbb{Z}\right\}$.

We only prove $\left(M_{s}\right)$. Recall

$$
U\left(M_{p}, M_{q}\right)=\overline{\left\{z \in \mathcal{M}_{N}^{*}, z \in M_{p}, \mathcal{P}_{\mathscr{M}}(z) \in M_{q}\right\}} .
$$

We must show that $W^{s}\left(x^{\prime}, M_{p}\right) \subset U\left(M_{p}, M_{q}\right)$ for $x^{\prime} \in U\left(M_{p}, M_{q}\right)$. Since $U\left(M_{p}, M_{q}\right)$ is closed, $U\left(M_{p}, M_{q}\right) \cap \mathcal{M}_{N}^{*}$ is dense in $U\left(M_{p}, M_{q}\right)$, and $W^{s}\left(x^{\prime}, M_{p}\right)$ varies continuously with $x^{\prime}$, it is enough to show the inclusion for $x^{\prime} \in$ $U\left(M_{p}, M_{q}\right) \cap \mathcal{M}_{N}^{*}$. Also, due to $W^{s}\left(x^{\prime}, M_{p}\right) \cap \varphi_{\tau_{p}}\left(G_{p}\right)$ is dense in $W^{s}\left(x^{\prime}, M_{p}\right)$, it remains to show $y^{\prime} \in U\left(M_{p}, M_{q}\right)$ for $y^{\prime}=\varphi_{\tau_{p}}(y)$ with $y \in W^{s}\left(x, \bar{G}_{p}\right) \cap G_{p}$; here $x^{\prime}=\varphi_{\tau_{p}}(x)$. It is enough to show that $\mathcal{P}_{\mathscr{C}}(y) \in W^{s}\left(\mathcal{P}_{\mathscr{C}}(x), G_{q}\right)$.

Let

$$
\mathcal{P}_{\mathscr{C}}^{k}(x) \in C_{j_{k}} \quad \text { for } \quad 1 \leq k \leq N .
$$

Since $x \stackrel{N}{\sim} y, x_{k}:=\mathcal{P}_{\mathscr{C}}^{k}(x)$ and $y_{k}:=\mathcal{P}_{\mathscr{C}}^{k}(y)$ are in the same $C_{j_{k}}$ and in the same member of $\mathfrak{C}_{j_{k}}$ for all $0 \leq k \leq N$. Due to $y \in W^{s}\left(x, G_{p}\right), y=\langle x, z\rangle_{G_{p}}$ for some $z \in G_{p}$. We have $x, y, z \in C_{j_{0}}$ and $\mathcal{P}_{\mathscr{C}}(x), \mathcal{P}_{\mathscr{C}}(y), \mathcal{P}_{\mathscr{C}}(z) \in C_{j_{1}}$. Apply Lemma 6.14 to have $\mathcal{P}_{\mathscr{C}}(y)=\left\langle\mathcal{P}_{\mathscr{C}}(x), \mathcal{P}_{\mathscr{C}}(z)\right\rangle_{C_{j_{1}}}$ and also $\mathcal{P}_{\mathscr{C}}(y) \in$ $W^{s}\left(\mathcal{P}_{\mathscr{C}}(x), C_{j_{1}}\right)$. In order to achieve $\mathcal{P}_{\mathscr{C}}(y) \in W^{s}\left(\mathcal{P}_{\mathscr{C}}(x), G_{q}\right)$, we must show $\mathcal{P}_{\mathscr{C}}(y) \in G_{q}$, or equivalently, $\mathcal{P}_{\mathscr{C}}(y) \stackrel{N}{\sim} \mathcal{P}_{\mathscr{C}}(x)$. Owing to the fact that $y \stackrel{N}{\sim} x$, it remains to show $\mathcal{P}_{\mathscr{C}}^{N+1}(x)$ and $\mathcal{P}_{\mathscr{C}}^{N+1}(y)$ are in the same $C_{j_{N+1}}$ and the same member of $\mathfrak{C}_{j_{N+1}}$.

Let

$$
x_{N+1}=\mathcal{P}_{\mathscr{C}}^{N+1}(x) \in C_{j_{N+1}} \quad \text { and } \quad y_{N+1}=\operatorname{pr}_{D_{j_{N+1}}}\left(\mathcal{P}_{\mathscr{C}}^{N}(y)\right) \in D_{j_{N+1}} .
$$

We first claim that

$$
\begin{equation*}
y_{N+1} \in W^{s}\left(x_{N+1}, C_{j_{N+1}}\right) \tag{6.49}
\end{equation*}
$$

By Lemma 6.12 (a), there is $l \in\{1, \ldots, n\}$ such that $\varphi_{-L}\left(x_{N+1}\right) \in \varphi_{[-\alpha / 2, \alpha / 2]}\left(C_{l}\right)$ and

$$
\operatorname{pr}_{D_{j_{N+1}}} \varphi_{L} W^{s}\left(\operatorname{pr}_{D_{l}} \varphi_{-L}\left(x_{N+1}\right), C_{l}\right) \subset W^{s}\left(x_{N+1}, C_{j_{N+1}}\right)
$$

For $N>\frac{L}{2 \alpha}$, there is a $k \in\{0, \ldots, N\}$ such that

$$
\operatorname{pr}_{D_{l}} \varphi_{-L}\left(x_{N+1}\right)=\mathcal{P}_{\mathscr{C}}^{-k}\left(x_{N}\right)=\mathcal{P}_{\mathscr{C}}^{N-k}(x) .
$$

Furthermore, using $x \stackrel{N}{\sim} y$ and $y \in W^{s}\left(x, C_{j_{0}}\right)$, it follows from Lemma 6.15 that $\mathcal{P}_{\mathscr{C}}^{-k}\left(y_{N}\right) \in W^{s}\left(\mathcal{P}_{\mathscr{C}}^{-k}\left(x_{N}\right), C_{l}\right)$, and also

$$
y_{N+1}=\operatorname{pr}_{D_{j_{N+1}}} \varphi_{L}\left(\mathcal{P}_{\mathscr{C}}^{-k}\left(y_{N}\right)\right) \in W^{s}\left(x_{N+1}, C_{j_{N+1}}\right),
$$

which is 6.49). As a result, $y_{N+1} \in C_{j_{N+1}}$.
Next, we check that $x_{N+1}, y_{N+1}$ are in the same member of $\mathfrak{C}_{j_{N+1}}$ and also $y_{N+1}=\mathcal{P}_{\mathscr{C}}\left(y_{N}\right)$. We first suppose that $x_{N+1}, y_{N+1}$ are not in the same member of $\mathfrak{C}_{j_{N+1}}$. Then there is some $i \in I_{j_{N+1}}$ for which $x_{N+1}$ and $y_{N+1}$ are in different $E_{j_{N+1} i}^{a}$ 's; see Figure 9. Taking $z^{\prime} \in \operatorname{int} E_{j_{N+1} i}$, due to 6.49), $\left\langle y_{N+1}, z^{\prime}\right\rangle_{C_{j_{1}}}=\left\langle x_{N+1}, z^{\prime}\right\rangle_{C_{j, N+1}}$ by Lemma 4.18. Since $x_{N+1}$ and $y_{N+1}$ are in different $E_{j_{N+1}}^{a}$ 's, we may assume that $\hat{x}:=\left\langle z^{\prime}, x_{N+1}\right\rangle_{{C_{j+1}}} \in E_{j_{N+1} i}$ and $\hat{y}:=\left\langle z^{\prime}, y_{N+1}\right\rangle_{C_{j_{N+1}}} \notin E_{j_{N+1} i}$; see 6.42)-6.45). Then $\bar{x}=\operatorname{pr}_{D_{i}}(\hat{x}) \in C_{i}$ and $\bar{y}=\operatorname{pr}_{D_{i}}(\hat{y}) \notin C_{i}$. Let $y_{N+1}^{\prime}=\operatorname{pr}_{D_{i}}\left(y_{N+1}\right)$ and $x_{N+1}^{\prime}=\operatorname{pr}_{D_{i}}\left(x_{N+1}\right)$. Using Lemma 6.12(a), there is $s \in\{1, \ldots, n\}$ so that $\varphi_{-L}(\bar{x}) \in \varphi_{[-\alpha / 2, \alpha / 2]}\left(C_{s}\right)$ and

$$
\begin{equation*}
\operatorname{pr}_{D_{i}} \varphi_{L} W^{s}\left(\operatorname{pr}_{D_{s}} \varphi_{-L}(\bar{x}), C_{s}\right) \subset W^{s}\left(\operatorname{pr}_{D_{i}}(\bar{x}), C_{i}\right) \tag{6.50}
\end{equation*}
$$

Furthermore, due to $N>\frac{L}{2 \alpha}$, there is $k^{\prime} \in\{0, \ldots, N\}$ such that $\mathcal{P}_{\mathscr{C}}^{N-k^{\prime}}(x)=$ $\mathcal{P}_{\mathscr{C}}^{-k^{\prime}}\left(x_{N+1}\right)=\operatorname{pr}_{D_{s}} \varphi_{-L}\left(x_{N+1}^{\prime}\right) \in C_{s}$. Also $\mathcal{P}_{\mathscr{C}}^{N-k^{\prime}}(y)=\mathcal{P}_{\mathscr{C}}^{-k^{\prime}}\left(y_{N}\right)=\mathcal{P}_{\mathscr{C}}^{-k^{\prime}}\left(y_{N}\right) \in$ $C_{s}$ since $y \stackrel{\sim}{\sim} x$. Owing to

$$
\hat{y}=\left\langle z^{\prime}, y_{N+1}\right\rangle_{D_{j_{N+1}}}=\left\langle\left\langle z^{\prime}, x_{N+1}\right\rangle_{D_{j_{N+1}}}, y_{N+1}\right\rangle_{D_{j_{N+1}}}=\left\langle\hat{x}, y_{N+1}\right\rangle_{D_{j_{N+1}}},
$$

we get

$$
\bar{y}=\operatorname{pr}_{D_{i}}(\hat{y})=\left\langle\operatorname{pr}_{D_{i}}(\hat{x}), \operatorname{pr}_{D_{i}}\left(y_{N+1}\right)\right\rangle_{D_{i}}=\left\langle\bar{x}, y_{N+1}^{\prime}\right\rangle_{D_{i}}
$$

by Lemma 5.3. Also, apply Lemma 5.3 again to obtain

$$
\begin{aligned}
\operatorname{pr}_{D_{s}} \varphi_{-L}(\bar{y}) & =\left\langle\operatorname{pr}_{D_{s}} \varphi_{-L}(\bar{x}), \operatorname{pr}_{D_{s}} \varphi_{-L}\left(y_{N+1}^{\prime}\right)\right\rangle_{D_{s}} \\
& =\left\langle\operatorname{pr}_{D_{s}} \varphi_{-L}(\bar{x}), \mathcal{P}_{\mathscr{C}}^{-k^{\prime}}\left(y_{N}\right)\right\rangle_{C_{s}} \in W^{s}\left(\operatorname{pr}_{D_{s}} \varphi_{-L}(\bar{x}), C_{s}\right)
\end{aligned}
$$

It follows from 6.50 that

$$
\bar{y}=\operatorname{pr}_{D_{i}} \varphi_{L}\left(\operatorname{pr}_{D_{s}} \varphi_{-L}(\bar{y})\right) \in W^{s}\left(\bar{x}, C_{i}\right) \subset C_{i}
$$

which contradicts $\bar{y} \notin C_{i}$ and hence $x_{N+1}, y_{N+1}$ are in the same member of $\mathfrak{C}_{j_{N+1}}$.

Next, we verify that $y_{N+1}=\mathcal{P}_{\mathscr{C}}\left(y_{N}\right)$. Suppose on the contrary that $\mathcal{P}_{\mathscr{C}}\left(y_{N}\right)=\bar{y}_{N+1} \in C_{k}$ for some $k \neq j_{N+1}$. Then $y_{N} \in E_{j_{N} k}$ implies that $x_{N} \in E_{j_{N} k}$ since $x_{N}, y_{N}$ belong to the same member of $\mathfrak{C}_{j_{N}}$. There is $\tau \in$ $\left(t\left(x_{N}\right), 2 \alpha\right]$ such that $\varphi_{\tau}\left(x_{N}\right) \in C_{k}$. This implies

$$
\begin{equation*}
\varphi_{\tau}\left(x_{N}\right)=\varphi_{\tau-t\left(x_{N}\right)}\left(x_{N+1}\right) \in C_{k} \cap \varphi_{[0,2 \alpha]}\left(C_{j_{N+1}}\right) \subset D_{k} \cap \varphi_{[0,2 \alpha]}\left(D_{j_{N+1}}\right) \tag{6.51}
\end{equation*}
$$

On the other hand, $y_{N+1}=\varphi_{s}\left(y_{N}\right) \in D_{j_{N+1}}$ for some $s \in(0,2 \alpha]$ and $\bar{y}_{N+1}=$ $\varphi_{t\left(y_{N}\right)}\left(y_{N}\right) \in C_{k}$ with $0<t\left(y_{N}\right)<s$. Then

$$
\begin{equation*}
y_{N+1}=\varphi_{s}\left(y_{N}\right)=\varphi_{s-t\left(y_{N}\right)}\left(\bar{y}_{N+1}\right) \in D_{j_{N+1}} \cap \varphi_{[0,2 \alpha]}\left(D_{k}\right), \tag{6.52}
\end{equation*}
$$

which is impossible due to 6.51 and Condition (e) in Theorem 6.9. Therefore, $y_{N+1}=\mathcal{P}_{\mathscr{C}}\left(y_{N}\right)$ and so $y_{1} \stackrel{N}{\sim} x_{1}$. To summarize, we have proved that $\mathcal{P}_{\mathscr{C}}(y) \in G_{q}$ as well as $y_{1} \in W^{s}\left(x_{1}, G_{q}\right)$. This completes the proof of $\left(M_{s}\right)$. The proof of $\left(M_{u}\right)$ is analogous.
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