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A B S T R A C T

An analytical approach based on fractional calculus and singular value theory to finite-time
stability and stabilization of fractional-order singular interconnected delay systems is proposed.
Particularly, we study fractional singular equations with interval time-varying delays. We first
give new sufficient conditions for finite-time stability of such equations. Then, the feedback
stabilizing controllers are designed via solving a tractable linear matrix inequality (LMI) and
Mittag-Leffler function. Finally, numerical examples with simulations are given to illustrate the
feasibility and effectiveness of the proposed results.

. Introduction

Consider the following fractional-order singular interconnected systems (FSISs) with time-varying delays

⎧

⎪

⎨

⎪

⎩

𝐸𝑖𝐷𝛼𝑖𝑥𝑖(𝑡) = 𝐴𝑖𝑥𝑖(𝑡) +
𝐾
∑

𝑗≠𝑖,𝑗=1
𝐴𝑖𝑗𝑥𝑗 (𝑡 − 𝛽𝑖𝑗 (𝑡)) + 𝐵𝑖𝑢𝑖(𝑡), 𝑡 ≥ 0,

𝑥𝑖(𝑡) = 𝜉𝑖(𝑡), 𝑡 ∈ [−𝛽, 0],

(1)

here 𝑖 = 1, 2,… , 𝐾, 𝐷𝛼𝑖𝑥 is the Caputo derivative of 𝑥, 𝛼𝑖 ∈ (0, 1), 𝑥𝑖 ∈ 𝑅𝑛𝑖 is the state, 𝑢𝑖(𝑡) ∈ 𝑅𝑚𝑖 is the control, 𝐸𝑖 is singular: rank
𝑖 = 𝑟𝑖 ≤ 𝑛𝑖, 𝐴𝑖, 𝐴𝑖𝑗 , 𝐵𝑖 are constant matrices, 𝜉𝑖(.) ∈ 𝐶([−𝛽, 0], 𝑅𝑛𝑖 ), 𝛽𝑖𝑗 (.) is continuous satisfying

0 < 𝛽1 ≤ 𝛽𝑖𝑗 (𝑡) ≤ 𝛽, 𝑡 ≥ 0.

Over the past decades, fractional dynamical equations (FDEs), which offer more advantages than integer-order ones, have gained
onsiderable importance due to their various applications in widespread fields of applied sciences and engineering [1–4]. At the same
ime, many practical systems are of large-scale interconnected equations, which are characterized by a large number of variables
epresenting the system, a strong interaction between the system variables and a complex structure [5]. So far numerous results on
ontrol and stability have been reported for interconnected time-delay equations (see [6–8] and the references therein). It is worth
oting that most of the existing results have concerned with asymptotic stability defined over an infinite-time interval. Nevertheless,
n the framework of practical applications, system trajectories are required to lie within a prescribed time interval and this concept
s known as finite-time stability (FTS) [9,10]. Some early results on FTS were obtained for interconnected equations [11–13] as well
s for fractional-order equations [14,15].

On the other side, singular equations (or descriptor, implicit, differential–algebraic equations) have come to play an important
ole in many practical fields, such as power systems, chemical processes, internet systems, etc. [16–18]. During the last two decades,
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the stability and control problem for singular equations with delay has become more and more complicated, since singular equations
have complex structures of modes as finite dynamic, nondynamic modes and impulse modes, we cannot directly use algebraic tools
for the equations due to lack of characteristic polynomial with a rational power-multivalued function. One way to study stability
problem of FDEs is to Lyapunov function method. It is noted that most of the existing results used Lyapunov function method,
where the key issue is to find positive definite Lyapunov functionals to apply the fractional Lyapunov stability theorem [19,20].
However, the main difficulty is how to find Lyapunov functionals for satisfying the fractional stability theorem [21]. In some existing
papers, the authors attempted to find appropriate Lyapunov functionals, but there was a gap in the proof due to incorrect use of the
fractional stability theorem. This paper aims at studying the FSISs (1), which are more general class of FDEs having just caused a
little research up to now. The complexity introduced by both the singularity and the large-scale dimension makes it difficult to study
the stability and control of the singular FDEs. Comparing with the existing research on the topic, we are facing some difficulties:
(i) The system (1) under consideration consists of interconnected subequations, where the delays are interacted between the recipient
fractional singular subequations. Such systems contain heterogeneous time delays and hence the result is a complicated fractional
singular delay equation.
(ii) Because it requires to deal with not only stability, but also regularity and absence of impulses at the same time, and the latter
two need not be considered not only in the regular models, but also in the fractional models.
(iii) Due to the coupling between the differential and algebraic subequations with interacted delays in the decomposed singular
model, the solution estimation of such equations is still hard to find and estimate. In addition, since the interacted delays are of
high dimension and it needs extensive computations.
(iv) One more difficulty is how to find a suitable Lyapunov–Krasovskii functional in order to apply the fractional stability theorem.

In [17,18] the authors studied stability and control for integer-order singular interconnected equations without delays. Stability
nalysis for fractional interconnected equations with or without constant delays was studied in [13,15], however the singularity
as not considered therein, i.e. 𝐸𝑖 = 𝐼 . For singular FDEs with constant delays, the problem is considered in [3,22–24], however

he large-scale structure was not considered therein, i.e. 𝐾 = 1. As far as we know, the problem of stability and control for the FSISs
1) with time-variable delays has not been fully studied, which is very challenging and of great importance. This motivates us to
arry out this study.

In this paper, based on the fractional technique as calculating Caputo derivative, using the Laplace transform, Mittag-Leffler
unction and singular value theory, we study FTS and stabilization of Eq. (1) with time-varying delay. The present paper contributes
o the available literature through the following.

The delay function interacted in all subequations is interval time-varying, continuous and bounded.

New delay-dependent sufficient conditions for the finite-time stability and designing stabilizing controllers are proposed.

The proposed conditions are presented via solving a tractable LMI and Mittag-Leffler functions, which can be solved by LMI Tool
ox [25].

The effectiveness and applicability of theoretical results are verified by two numerical examples and simulations.
The layout of this article is as follows. Section 2 presents some basic of fractional calculus, stability and control problem and

uxiliary technical results. The results on FTS and design of stabilizing controllers are presented in Section 3. Section 4 includes
umerical examples and simulations.

otations. By C we denote the complex spaces, R𝑛 and 𝑅𝑛×𝑚 stands for the 𝑛-dimensional space and real (𝑛 × 𝑚) matrices,
respectively. 𝐼𝑟 stands for identity matrix of order 𝑟. For any matrix 𝑆 ∈ 𝑅𝑛×𝑛, 𝑆 > 0 (𝑆 < 0) denotes the positive-definite (negative-
definite) matrix. By 𝜆max(𝑆) and 𝜆min(𝑆) we denote the maximal and the minimal eigenvalue of 𝑆 ∈ R𝑛×𝑛. 𝐿1[0, ℎ] denotes the space
of integrable functions on [0, ℎ], 𝐶([−ℎ, 0]) denotes the space of continuous functions on [0, ℎ]. By [𝑑] we denote the integer part of
a number 𝑑 and we use ▽𝑉 (.) for the gradient of 𝑉 (.). The symmetric term in a matrix is denoted by ∗.

2. Problem formulation and preliminaries

We first recall from [1,2] some backgrounds of fractional calculus and related basic properties used in the text. Let 𝛼 ∈ (0, 1), 𝑔(𝑡) ∈
𝐿1[0, 𝑏]. The Riemann fractional integral of order 𝛼 of 𝑔(𝑡) is defined as

𝐼𝛼𝑔(𝑡) = 1
𝛤 (𝛼) ∫

𝑡

0
(𝑡 − 𝑠)𝛼−1𝑔(𝑠)𝑑𝑠, 𝑏 > 𝑡 > 0,

where 𝛤 (𝛼) is Gamma function defined by 𝛤 (𝛼) = ∫ ∞
0 𝑒−𝑡𝑡𝛼−1𝑑𝑡. The Riemann fractional derivative and the Caputo fractional

derivative of 𝑔(𝑡) respectively are defined by

𝐷𝛼
𝑅𝑔(𝑡) =

𝑑
𝑑𝑡

[𝐼1−𝛼𝑔(𝑡)],

𝐷𝛼𝑔(𝑡) = 𝐷𝛼
𝑅[𝑔(𝑡) − 𝑔(0)].

The Mittag-Leffler function is given by

𝐸𝛼,𝛽 (𝑧) =
∞
∑

𝑘=0

𝑧𝑘

𝛤 (𝑘𝛼 + 𝛽)
, 𝑧 ∈ C, 𝛼 > 0, 𝛽 > 0.

The Laplace transform of 𝑔(𝑡) is defined by 𝐿[𝑔(𝑡)](𝑠) = ∫ ∞ 𝑒−𝑠𝑡𝑔(𝑡)𝑑𝑡.
2
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Lemma 1. [2]. Given integrable functions 𝑢(.), 𝑣(.) and 𝛼 ∈ (0, 1), 𝜂 > 0, ℎ > 0, the following relations hold.

(a) 𝐿[𝐷𝛼𝑢(𝑡)](𝑠) = 𝑠𝛼𝐿[𝑢(𝑡)](𝑠) − 𝑠𝛼−1𝑢(0).

(b) 𝑛 ∈ 𝑁,𝑅𝑒(𝑠) > ℎ1∕𝛼 ,

𝐿[𝑡𝛼𝑛+𝜂−1𝐸(𝑛)
𝛼,𝜂(ℎ𝑡

𝛼)](𝑠) = 𝑛!𝑠𝛼−𝜂

(𝑠𝛼 − ℎ)𝑛+1
.

(c) 𝐿[𝑢 ∗ 𝑣(𝑡)](𝑠) = 𝐿[𝑢(𝑡)](𝑠)𝐿[𝑣(𝑡)](𝑠), where 𝑢 ∗ 𝑣(𝑡) = ∫ 𝑡
0 𝑢(𝑡 − 𝜏)𝑣(𝜏)𝑑𝜏.

Consider the following unforced system of (1) (𝑢𝑖(𝑡) = 0.)

⎧

⎪

⎨

⎪

⎩

𝐸𝑖𝐷𝛼𝑖𝑥𝑖(𝑡) = 𝐴𝑖𝑥𝑖(𝑡) +
𝐾
∑

𝑗≠𝑖,𝑗=1
𝐴𝑖𝑗𝑥𝑗 (𝑡 − 𝛽𝑖𝑗 (𝑡)), 𝑡 ≥ 0,

𝑥𝑖(𝑡) = 𝜉𝑖(𝑡), 𝑡 ∈ [−𝛽, 0].

(2)

Definition 1. System (2) is
(i) regular if the polynomial det(𝑠𝛼𝑖𝐸𝑖 − 𝐴𝑖), 𝑖 = 1, 2,… , 𝐾, 𝑠 ∈ C, is not identically zero,
(ii) impulse-free if deg det(𝑠𝛼𝑖𝐸𝑖 − 𝐴𝑖) = rank 𝐸𝑖, 𝑖 = 1, 2,… , 𝐾, 𝑠 ∈ C.

Proposition 1. If the system (2) is impulse-free and regular, then it has a unique solution on [0,+∞).

Proof. Setting

𝛼 = (𝛼1,… , 𝛼𝐾 )⊤, 𝑥 = (𝑥1,… ., 𝑥𝐾 )⊤, 𝑥(𝑡 − 𝛽𝑖𝑗 (𝑡)) = (𝑥1(𝑡 − 𝛽𝑖𝑗 (𝑡)),… , 𝑥𝐾 (𝑡 − 𝛽𝑖𝑗 (𝑡)))⊤,

𝐷𝛼𝑥 = (𝐷𝛼1𝑥1, 𝐷
𝛼2𝑥2,… ., 𝐷𝛼𝐾 𝑥𝐾 )⊤, 𝜉(𝑡) = (𝜉1(𝑡),… , 𝜉𝐾 (𝑡))⊤,

�̄� = diag{𝐴1,… , 𝐴𝐾}, �̄� = diag{𝐸1,… , 𝐸𝐾},

�̄�𝑖𝑗 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

0 0 ... 0 0
⋮ ... ... ... ...
⋮ ... ... 𝐴𝑖𝑗 ...
⋮ ... ... ... ...
0 0 ... 0 0

⎤

⎥

⎥

⎥

⎥

⎥

⎦𝑛×𝑛

where 𝐴𝑖𝑗 in the 𝑖th row, 𝑗th column,

system (2) is reduced to a singular fractional differential equation with delays:

⎧

⎪

⎨

⎪

⎩

�̄�𝐷𝛼 �̇�(𝑡) = �̄�𝑥(𝑡) +
𝐾
∑

𝑖≠𝑗,𝑗=1
�̄�𝑖𝑗𝑥(𝑡 − 𝛽𝑖𝑗 (𝑡)),

𝑥(𝑡) = 𝜉(𝑡), 𝑡 ∈ [−𝛽, 0].

(3)

Since �̄� and �̄� are the diagonal matrix of 𝐸𝑖 and 𝐴𝑖, if the system (2) is regular and impulse-free then Eq. (3) is also regular and
impulse-free. Hence, using a result of [21,26] on the existence of solutions of the singular fractional differential system with delays,
Eq. (2) has an unique solution on [0,+∞). □

Note that rank 𝐸𝑖 < 𝑛𝑖, we can find two invertible matrices 𝐻𝑖, 𝑄𝑖 satisfying

𝐻𝑖𝐸𝑖𝑄𝑖 =
[

𝐼𝑟𝑖 0
0 0

]

.

In the sequel, we denote for simplification 𝛽𝑖𝑗 ∶= 𝛽𝑖𝑗 (𝑡) and

𝐻𝑖𝐴𝑖𝑄𝑖 =
[

𝐴𝑖(11) 𝐴𝑖(12)
𝐴𝑖(21) 𝐴𝑖(22)

]

; 𝐻𝑖𝐴𝑖𝑗𝑄𝑗 =
[

𝐴𝑖𝑗 (11) 𝐴𝑖𝑗 (12)
𝐴𝑖𝑗 (21) 𝐴𝑖𝑗 (22)

]

.

Under the state transformation 𝑦𝑖 = 𝑄−1
𝑖 𝑥𝑖 ∶= (𝑦𝑖1, 𝑦𝑖2)⊤, system (2) takes the following form

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝐷𝛼𝑖𝑦𝑖1(𝑡) = 𝐴𝑖(11)𝑦𝑖1(𝑡) + 𝐴𝑖(12)𝑦𝑖2(𝑡) +
𝐾
∑

𝑗=1,𝑗≠𝑖

[

𝐴𝑖𝑗 (11)𝑦𝑗1(𝑡 − 𝛽𝑖𝑗 ) + 𝐴𝑖𝑗 (12)𝑦𝑗2(𝑡 − 𝛽𝑖𝑗 )
]

,

0 = 𝐴𝑖(21)𝑦𝑖1(𝑡) + 𝐴𝑖(22)𝑦𝑖2(𝑡) +
𝐾
∑

𝑗≠𝑖,𝑗=1

[

𝐴𝑖𝑗 (21)𝑦𝑗1(𝑡 − 𝛽𝑖𝑗 ) + 𝐴𝑖𝑗 (22)𝑦𝑗2(𝑡 − 𝛽𝑖𝑗 )
]

,

𝑦𝑖(𝑡) = 𝑄−1
𝑖 𝜉𝑖(𝑡), 𝑡 ∈ [−𝛽, 0].

(4)
3

emma 2 ([16,26]). System (4) is regular and impulse-free if matrix 𝐴𝑖(22) is invertible, i.e., det 𝐴𝑖(22) ≠ 0.
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Lemma 3 ([27]). Assume that 𝑓 (𝑡) ∈ 𝐶([0,+∞],R𝑛) and 𝑉 (.) ∶ R𝑛 → R+ is a convex and differentiable function, 𝑉 (0) = 0. We have

𝐷𝛼𝑉 (𝑓 (𝑡)) ≤ ⟨▽𝑉 (𝑓 (𝑡)), 𝐷𝛼𝑓 (𝑡)⟩, 𝑡 ≥ 0.

Definition 2. Let 𝑐1, 𝑐2, 𝑇 be given positive numbers. Eq. (2) is said to be FTS w.r.t. (𝑐1, 𝑐2, 𝑇 ) if

‖𝜉‖2 ≤ 𝑐1 ⇒ ‖𝑥(𝑡)‖2 ≤ 𝑐2, ∀𝑡 ∈ [0, 𝑇 ],

where 𝜉 = (𝜉1,… , 𝜉𝐾 )⊤, 𝑥 = (𝑥1,… , 𝑥𝐾 )⊤, ‖𝜉‖ =
√

∑𝐾
𝑖=1 ‖𝜉𝑖‖2, and ‖𝑥(𝑡)‖ =

√

∑𝐾
𝑖=1 ‖𝑥𝑖(𝑡)‖2.

Definition 3. Let 𝑐1, 𝑐2, 𝑇 be given positive numbers. System (1) is finite-time stabilizable w.r.t. (𝑐1, 𝑐2, 𝑇 ) if there are controllers
𝑢𝑖(𝑡) = 𝐾𝑖𝑥𝑖(𝑡) such that the closed-loop equation

𝐸𝑖𝐷
𝛼𝑖𝑥𝑖(𝑡) = [𝐴𝑖 + 𝐵𝑖𝐾𝑖]𝑥𝑖(𝑡) +

𝐾
∑

𝑗≠𝑖,𝑗=1
𝐴𝑖𝑗𝑥𝑗 (𝑡 − 𝛽𝑖𝑗 (𝑡)), 𝑡 ≥ 0, (5)

is regular, impulse-free and FTS w.r.t. (𝑐1, 𝑐2, 𝑇 ).

Proposition 2. Assume that 𝑆(𝑡) ∶ [−𝛽, 𝑏] → R+ is increasing and satisfies

𝑆(𝑡) ≤ 𝑎1𝑆(0) + 𝑎2𝑆(𝑡 − 𝛽), 𝑡 ∈ [0, 𝑏],

where 𝑏 > 0, 𝛽 > 0, 𝑎1 ≥ 1, 𝑎2 ≥ 0. Then

𝑆(𝑡) ≤ 𝑆(0)𝑎1
[𝑏∕𝛽]+1
∑

𝑖=0
𝑎𝑖2, 𝑡 ∈ [0, 𝑏].

Proof. We first note that for 𝑡 ∈ [0, 𝑏], we can find 𝑛 ∈ 𝑁 such that 𝑛𝛽 ≤ 𝑡 < (𝑛 + 1)𝛽. Using mathematical induction we get

𝑆(𝑡) ≤ 𝑆(0)
𝑛
∑

𝑗=0
𝑎1𝑎

𝑗
2 + 𝑎𝑛+12 𝑆(𝑡 − (𝑛 + 1)𝛽),

for 𝑛 ≥ 1, and 𝑆(𝑡) ≤ 𝑎1𝑆(0) + 𝑎2𝑆(𝑡 − (𝑛 + 1)𝛽), for 𝑛 = 0. Since 𝑆(𝑡) is increasing on −𝛽 ≤ 𝑡 − (𝑛 + 1)𝛽 < 0, 𝑆(𝑡 − (𝑛 + 1)𝛽) ≤ 𝑆(0) and
𝑎1 ≥ 1, we get

𝑆(𝑡) ≤

{ [

𝑎1 + 𝑎2𝑎1 +⋯ + 𝑎𝑛2𝑎1 + 𝑎𝑛+12 𝑎1
]

𝑆(0), 𝑓𝑜𝑟 𝑛 ≥ 1,
(𝑎1 + 𝑎2𝑎1)𝑆(0), 𝑓𝑜𝑟 𝑛 = 0,

=𝑎1
𝑛+1
∑

𝑗=0
𝑎𝑗2𝑆(0).

Moreover, since 𝑡 ≤ 𝑏, we get 𝑛 ≤ [𝑏∕𝛽], then

𝑆(𝑡) ≤ 𝑎1
[𝑏∕𝛽]+1
∑

𝑗=0
𝑎𝑗2𝑆(0). □

3. Main results

In this section, on the basis of singular value decomposition approach combining fractional calculus and LMI technique, we first
provide delay-dependent criteria for finite time stability, then propose a design of stabilizing controllers for the stabilization problem
of FSISs with time-varying delay. The following notations will be used in the sequel.

𝛽𝑖𝑗 ∶= 𝛽𝑖𝑗 (𝑡), [𝑄𝑖]⊤𝑃𝑖𝐸𝑖𝑄𝑖 =
[

𝑃𝑖(11) 0
0 0

]

, 𝑁𝑖 =
[

0 0
0 𝐼𝑛𝑖−𝑟𝑖

]

𝐻𝑖,

𝑎0 = max
𝑖,𝑗

{

|[𝐴𝑖(22)]−1𝐴𝑖𝑗 (22)|, |[𝐴𝑖(22)]−1𝐴𝑖(21)|, |[𝐴𝑖(22)]−1𝐴𝑖𝑗 (21)|
}

;

𝐸𝛼(𝑧) ∶= 𝐸𝛼, 1(𝑧), 𝑎1 = max
𝑖

𝐸𝛼𝑖 (𝛽𝑇
𝛼𝑖 ), 𝑎2 = (𝐾 − 1)(𝑎1 − 1), 𝑞 = 𝑎1

[𝑇 ∕𝛽1]+1
∑

𝑘=0
𝑎𝑘2 ;

𝜆𝑚𝑎𝑥(𝑃𝐸) = max
𝑖

𝜆𝑚𝑎𝑥(𝑃𝑖𝐸𝑖), 𝜆𝑚𝑖𝑛(𝑃 (11)) = min
𝑖

𝜆𝑚𝑖𝑛(𝑃𝑖(11));

𝑞1 = 𝑞
𝜆𝑚𝑎𝑥(𝑃𝐸)
𝜆𝑚𝑖𝑛(𝑃 (11))

, 𝑞2 = 𝑞1 + max
𝑖

𝜆𝑚𝑎𝑥([𝑄−1
𝑖 ]⊤𝑄−1

𝑖 ), 𝑞3 = 𝑎0𝐾
√

𝑞2,

𝑞4 = max
(

𝑞3
𝑘
∑

[𝑎0(𝐾 − 1)]𝑗 + [𝑎0(𝐾 − 1)]𝑘+1
√

𝑞2
)

, 𝛽 = max
𝑖

𝜆𝑚𝑎𝑥([𝑄𝑖]⊤𝑄𝑖).
4

𝑘∈0,[𝑇 ∕𝛽1]+1 𝑗=0
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w

S

l

a

M

a

w

Theorem 4. Given 𝑐1 > 0, 𝑐2 > 0, 𝑇 > 0, the system (2) is finite-time stable w.r.t (𝑐1, 𝑐2, 𝑇 ) if there are invertible matrices 𝑃𝑖 satisfying
𝑃𝑖𝐸𝑖 = [𝑃𝑖𝐸𝑖]⊤ ≥ 0, matrices 𝑍𝑖𝑗 , 𝐿𝑖, 𝑅𝑖, 𝑖, 𝑗 = 1, 2,… , 𝐾 such that

𝑊 (𝑖) < 0, 𝑖 = 1, 2,… , 𝐾, (6)

𝛽(𝑞1 +𝑁𝑞24 )𝑐1 ≤ 𝑐2, (7)

here

𝑊 (𝑖) =

⎡

⎢

⎢

⎢

⎢

⎣

𝑀(𝑖)1,1 𝑀(𝑖)1,2 … 𝑀(𝑖)1,𝐾+1
∗ 𝑀(𝑖)2,2 … 𝑀(𝑖)2,𝐾+1
. . … .
∗ ∗ … 𝑀(𝑖)𝐾+1,𝐾+1

⎤

⎥

⎥

⎥

⎥

⎦

,

𝑀(𝑖)𝑖𝑖 = 𝑃𝑖𝐴𝑖 + [𝑃𝑖𝐴𝑖]⊤ − 𝛽𝑃𝑖𝐸𝑖 + 𝑅𝑖𝐿𝑖𝐴𝑖 + [𝑅𝑖𝐿𝑖𝐴𝑖]⊤,

𝑀(𝑖)𝑗𝑗 = −𝛽𝑃𝑗𝐸𝑗 +𝑍𝑖𝑗𝐴𝑖𝑗 + [𝑍𝑖𝑗𝐴𝑖𝑗 ]⊤,

𝑀(𝑖)𝑖𝑗 = 𝑃𝑖𝐴𝑖𝑗 + [𝑍𝑖𝑗𝐴𝑖]⊤ + 𝑅𝑖𝑀𝑖𝐴𝑖𝑗 , 𝑀(𝑖)𝑗𝑖 = [𝑀(𝑖)𝑖𝑗 ]⊤,

𝑀(𝑖)𝐾+1,𝐾+1 = −𝐿𝑖 − 𝐿⊤
𝑖 , 𝑀(𝑖)𝐾+1,𝑖 = 𝐿𝑖𝐴𝑖, 𝑀(𝑖)𝑖,𝐾+1 = [𝐿𝑖𝐴𝑖]⊤,

𝑀(𝑖)𝐾+1,𝑗 = 𝐿𝑖𝐴𝑖𝑗 − [𝑍𝑖𝑗 ]⊤, 𝑀(𝑖)𝑗,𝐾+1 = [𝑀(𝑖)𝐾+1,𝑗 ]⊤, 𝑗 ≠ 𝑖, 𝑗 = 1, 2,… , 𝐾,

the other terms of the 𝑊 (𝑖) are zero.

Proof. Let us set

𝑄⊤
𝑖 =

[

𝑄𝑖(11) 𝑄𝑖(12)
𝑄𝑖(21) 𝑄𝑖(22)

]

, 𝑄⊤
𝑖 𝑃𝑖𝐻

−1
𝑖 =

[

𝑃𝑖(11) 𝑃𝑖(12)
𝑃𝑖(21) 𝑃𝑖(22)

]

.

From

𝑄⊤
𝑖 𝑃𝑖𝐸𝑖𝑄𝑖 = 𝑄⊤

𝑖 𝑃𝑖𝐻
−1
𝑖 𝐻𝑖𝐸𝑖𝑄𝑖 = 𝑄⊤

𝑖 𝑃𝑖𝐻
−1
𝑖

[

𝐼𝑟𝑖 0
0 0

]

=
[

𝑃𝑖(11) 0
𝑃𝑖(21) 0

]

≥ 0,

𝑄⊤
𝑖 𝐸

⊤
𝑖 𝑃

⊤
𝑖 𝑄𝑖 =

[

𝑃𝑖(11)⊤ 𝑃𝑖(21)⊤

0 0

]

≥ 0,

and the condition 𝑃𝑖𝐸𝑖 = [𝑃𝑖𝐸𝑖]⊤ ≥ 0 it follows that

𝑃𝑖(21) = 0, 𝑃𝑖(11) = 𝑃𝑖(11)⊤ ≥ 0, 𝑄⊤
𝑖 𝑃𝑖𝐸𝑖𝑄𝑖 =

[

𝑃𝑖(11) 0
0 0

]

. (8)

ince 𝑃𝑖 is invertible, we have 𝑄⊤
𝑖 𝑃𝑖𝐻−1

𝑖 =
[

𝑃𝑖(11) 𝑃𝑖(12)
0 𝑃𝑖(22)

]

. From (8) it follows that det (𝑃𝑖(11)) ≠ 0, 𝑃𝑖(11) > 0. Besides, LMI (6)

eads to

𝑀(𝑖)𝑖,𝑖 = 𝑃𝑖𝐴𝑖 + [𝑃𝑖𝐴𝑖]⊤ − 𝛽𝑃𝑖𝐸𝑖 < 0, 𝑖 = 1, 2,… , 𝐾,

nd hence

𝑄⊤
𝑖 [𝑃𝑖𝐴𝑖 + [𝑃𝑖𝐴𝑖]⊤ − 𝛽𝑃𝑖𝐸𝑖]𝑄𝑖 < 0. (9)

oreover, we have

𝑄⊤
𝑖 𝑃𝑖𝐴𝑖𝑄𝑖 = 𝑄⊤

𝑖 𝑃𝑖𝐻
−1
𝑖 𝐻𝑖𝐴𝑖𝑄𝑖 =

[

𝑃𝑖(11) 𝑃𝑖(12)
0 𝑃𝑖(22)

] [

𝐴𝑖(11) 𝐴𝑖(12)
𝐴𝑖(21) 𝐴𝑖(22)

]

=
[

𝑃𝑖(11)𝐴𝑖(11) + 𝑃𝑖(12)𝐴𝑖(21) 𝑃𝑖(11)𝐴𝑖(12) + 𝑃𝑖(12)𝐴𝑖(22)
𝑃𝑖(22)𝐴𝑖(21) 𝑃𝑖(22)𝐴𝑖(22)

]

,

𝑄⊤
𝑖 𝑃𝑖𝐸𝑖𝑄𝑖 =

[

𝑃𝑖(11) 0
0 0

]

,

nd using (9) we get

𝑃𝑖(22)𝐴𝑖(22) + 𝐴𝑖(22)⊤𝑃𝑖(22)⊤ < 0,

hich derives det(𝐴𝑖(22)) ≠ 0. Using Lemma 2, the equation is impulse-free and regular.
Next, we show the FTS of system (2). For this, we take the non-negative convex and differentiable function

⊤

5

𝑉𝑖(𝑥𝑖(𝑡)) = 𝑥𝑖(𝑡) 𝑃𝑖𝐸𝑖𝑥𝑖(𝑡), 𝑖 = 1, 2,… , 𝐾.
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Taking the Caputo derivative of 𝑉𝑖(𝑥𝑖(𝑡)) with respect to 𝑡, using Lemma 3 and the following equalities

0 = 2𝐸𝑖𝐷
𝛼𝑖𝑥𝑖(𝑡)𝐿𝑖

[

−𝐸𝑖𝐷
𝛼𝑖𝑥𝑖(𝑡) + 𝐴𝑖𝑥𝑖(𝑡) +

𝐾
∑

𝑗=1,𝑗≠𝑖
𝐴𝑖𝑗𝑥𝑗 (𝑡 − 𝛽𝑖𝑗 )

]

,

0 = 2𝑥⊤𝑗 (𝑡 − ℎ𝑖𝑗 )𝑍𝑖𝑗

[

−𝐸𝑖𝐷
𝛼𝑖𝑥𝑖(𝑡) + 𝐴𝑖𝑥𝑖(𝑡) +

𝐾
∑

𝑗=1,𝑗≠𝑖
𝐴𝑖𝑗𝑥𝑗 (𝑡 − 𝛽𝑖𝑗 )

]

,

0 = 2𝑥⊤𝑖 (𝑡)𝑅𝑖𝑁𝑖

[

𝐴𝑖𝑥𝑖(𝑡) +
𝐾
∑

𝑗=1,𝑗≠𝑖
𝐴𝑖𝑗𝑥𝑗 (𝑡 − 𝛽𝑖𝑗 )

]

,

we obtain that

𝐷𝛼𝑖𝑉𝑖(𝑥𝑖(𝑡)) ≤ 2𝑥𝑖(𝑡)⊤𝑃𝑖𝐸𝑖𝐷
𝛼𝑖𝑥𝑖(𝑡) = 2𝑥𝑖(𝑡)⊤𝑃𝑖

[

𝐴𝑖𝑥𝑖(𝑡) +
𝐾
∑

𝑗≠𝑖,𝑗=1
𝐴𝑖𝑗𝑥𝑗 (𝑡 − 𝛽𝑖𝑗 )

]

= 2𝑥𝑖(𝑡)⊤𝑃𝑖

[

𝐴𝑖𝑥𝑖(𝑡) +
𝐾
∑

𝑗≠𝑖,𝑗=1
𝐴𝑖𝑗𝑥𝑗 (𝑡 − 𝛽𝑖𝑗 )

]

− 𝛽𝑥𝑖(𝑡)⊤𝑃𝑖𝐸𝑖𝑥𝑖(𝑡) −
𝐾
∑

𝑗=1,𝑗≠𝑖
𝛽𝑥𝑗 (𝑡 − 𝛽𝑖𝑗 )⊤𝑃𝑗𝐸𝑗𝑥𝑗 (𝑡 − 𝛽𝑖𝑗 )

+ 𝛽𝑉𝑖(𝑥𝑖(𝑡)) +
𝑁
∑

𝑗≠𝑖,𝑗=1
𝛽𝑉𝑗 (𝑥𝑗 (𝑡 − 𝛽𝑖𝑗 ))

= 𝑣𝑖(𝑡)⊤𝑊 (𝑖)𝑣𝑖(𝑡) + 𝛽𝑉𝑖(𝑥𝑖(𝑡)) +
𝐾
∑

𝑗≠𝑖,𝑗=1
𝛽𝑉𝑗 (𝑥𝑗 (𝑡 − 𝛽𝑖𝑗 )),

where 𝑣𝑖(𝑡) = [𝑣𝑖1(𝑡),… , 𝑣𝑖(𝐾+1)(𝑡)]⊤, and

𝑣𝑖𝑖(𝑡) = 𝑥𝑖(𝑡), 𝑣𝑖𝑗 (𝑡) = 𝑥𝑗 (𝑡 − 𝛽𝑖𝑗 ), 𝑣𝑖(𝐾+1)(𝑡) = 𝐸𝑖𝐷
𝛼𝑖𝑥𝑖(𝑡), 𝑗 = 1,… , 𝐾, 𝑗 ≠ 𝑖.

applying the condition (6) gives

𝐷𝛼𝑖𝑉𝑖(𝑥𝑖(𝑡)) ≤ 𝛽𝑉𝑖(𝑥𝑖(𝑡)) +
𝐾
∑

𝑗=1,𝑗≠𝑖
𝛽𝑉𝑗 (𝑥𝑗 (𝑡 − 𝛽𝑖𝑗 )). (10)

Let us set 𝑈𝑖(𝑡) = 𝐷𝛼𝑖𝑉𝑖(𝑥𝑖(𝑡)) − 𝛽𝑉𝑖(𝑥𝑖(𝑡)). Applying the Laplace transform and using Lemma 1, we have

𝑠𝛼𝑉𝑖(𝑠) − 𝑉𝑖(𝑥(0))𝑠𝛼−1 = 𝛽𝑉𝑖(𝑠) + �̄�𝑖(𝑠),

with 𝑉𝑖(𝑠) = 𝐿[𝑉𝑖(𝑥(𝑡))](𝑠), �̄�𝑖(𝑠) = 𝐿[𝑈𝑖(𝑡)](𝑠), we get

𝑉𝑖(𝑠) = (𝑠𝛼 − 𝛽)−1(𝑉𝑖(𝑥(0))𝑠𝛼−1 + �̄�𝑖(𝑠)), (11)

and then

sup
𝑠∈[0,𝑡]

𝑈𝑖(𝑠) ≤ sup
𝑠∈[0,𝑡]

𝐾
∑

𝑗=1,𝑗≠𝑖
𝛽𝑉𝑗 (𝑥𝑗 (𝑠 − 𝛽𝑖𝑗 )) ≤ 𝛽

𝐾
∑

𝑗≠𝑖,𝑗=1

(

sup
𝜂∈[−𝛽,𝑡−𝛽1]

𝑉𝑗 (𝑥𝑗 (𝜂))
)

.

Therefore,

𝑉𝑖(𝑥𝑖(𝑡)) =𝑉𝑖(𝑥𝑖(0))𝐸𝛼𝑖 (𝛽𝑡
𝛼𝑖 ) + ∫

𝑡

0
𝑈𝑖(𝑠)(𝑡 − 𝑠)𝛼𝑖−1𝐸𝛼𝑖 ,𝛼𝑖 (𝛽(𝑡 − 𝑠)𝛼𝑖 )𝑑𝑠

≤𝑉𝑖(𝑥𝑖(0))𝐸𝛼𝑖 (𝛽𝑡
𝛼𝑖 ) + sup

𝑠∈[0,𝑡]
𝑈𝑖(𝑠)∫

𝑡

0
(𝑡 − 𝑠)𝛼𝑖−1𝐸𝛼𝑖 ,𝛼𝑖 (𝛽(𝑡 − 𝑠)𝛼𝑖 )𝑑𝑠

=𝑉𝑖(𝑥𝑖(0))𝐸𝛼𝑖 (𝛽𝑡
𝛼𝑖 ) + sup

𝑠∈[0,𝑡]
𝑈𝑖(𝑠)[𝐸𝛼𝑖 (𝛽𝑡

𝛼𝑖 ) − 1]∕𝛽

≤𝑉𝑖(𝑥𝑖(0))𝐸𝛼𝑖 (𝛽𝑡
𝛼𝑖 ) +

𝐾
∑

𝑗=1,𝑗≠𝑖

(

sup
𝜂∈[−𝛽,𝑡−𝛽1]

𝑉𝑗 (𝑥𝑗 (𝜂))
)

[𝐸𝛼𝑖 (𝛽𝑡
𝛼𝑖 ) − 1].

Moreover, note that the functions 𝐸𝛼𝑖 (𝛽𝑡
𝛼𝑖 ) is increasing, we have for all 𝑡 ∈ [0, 𝑇 ]:

sup
𝜂∈[−𝛽,𝑡]

𝑉𝑖(𝑥𝑖(𝜂)) ≤ sup
𝜂∈[−𝛽,0]

𝑉𝑖(𝑥𝑖(𝜂))𝐸𝛼𝑖 (𝛽𝑇
𝛼𝑖 ) +

𝐾
∑

𝑗≠𝑖,𝑗=1

(

sup
𝜂∈[−𝛽,𝑡−ℎ1]

𝑉𝑗 (𝑥𝑗 (𝜂))
)

[𝐸𝛼𝑖 (𝛽𝑇
𝛼𝑖 ) − 1]

≤ sup
𝜂∈[−𝛽,0]

𝑉𝑖(𝑥𝑖(𝜂))𝑎1 +
𝐾
∑

𝑗=1,𝑗≠𝑖

(

sup
𝜂∈[−𝛽,𝑡−𝛽1]

𝑉𝑗 (𝑥𝑗 (𝜂))
)

(𝑎1 − 1),
6
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where 𝑎1 ≥ 1. Setting 𝑆(𝑡) =
∑𝐾

𝑖=1 sup𝜂∈[−𝛽,𝑡] 𝑉𝑖(𝑥𝑖(𝜂)), we have

𝑆(𝑡) ≤ 𝑆(0)𝑎1 + 𝑎2𝑆(𝑡 − 𝛽1), ∀𝑡 ∈ [0, 𝑇 ].

Since 𝑆(𝑡) is non-decreasing, by Proposition 2 we have

𝑆(𝑡) ≤ 𝑆(0)𝑞. (12)

Let us denote

1(𝑡) =

√

√

√

√

√

𝐾
∑

𝑗=1
‖𝑦𝑗1(𝑡)‖2, 2(𝑡) =

√

√

√

√

√

𝐾
∑

𝑗=1
‖𝑦𝑗2(𝑡)‖2.

Using the following inequalities

𝑆(0) =
𝐾
∑

𝑖=1
sup

𝜂∈[−𝛽,0]
𝑉𝑖(𝑥𝑖(𝜂)) =

𝐾
∑

𝑖=1
sup

𝜂∈[−𝛽,0]
𝑥⊤𝑖 (𝜂)𝑃𝑖𝐸𝑖𝑥𝑖(𝜂)

≤
𝐾
∑

𝑖=1
𝜆𝑚𝑎𝑥(𝑃𝑖𝐸𝑖) sup

𝜂∈[−𝛽,0]
𝑥⊤𝑖 (𝜂)𝑥𝑖(𝜂)

≤ 𝜆𝑚𝑎𝑥(𝑃𝐸)
𝐾
∑

𝑖=1
sup

𝜂∈[−𝛽,0]
𝜉⊤𝑖 (𝜂)𝜉𝑖(𝜂) = 𝜆𝑚𝑎𝑥(𝑃𝐸)

𝐾
∑

𝑖=1
‖𝜉𝑖‖

2 = 𝜆𝑚𝑎𝑥(𝑃𝐸)‖𝜉‖2,

𝑆(𝑡) =
𝐾
∑

𝑖=1
sup

𝜂∈[−𝛽,𝑡]
𝑉𝑖(𝑥𝑖(𝜂)) =

𝐾
∑

𝑖=1
sup

𝜂∈[−𝛽,𝑡]
𝑥⊤𝑖 (𝜂)𝑃𝑖𝐸𝑖𝑥𝑖(𝜂)

≥
𝐾
∑

𝑖=1
𝑥⊤𝑖 (𝑡)𝑃𝑖𝐸𝑖𝑥

⊤
𝑖 (𝑡) =

𝐾
∑

𝑖=1
𝑥⊤𝑖 (𝑡)[𝑄

−1
𝑖 ]⊤[𝑄⊤

𝑖 𝑃𝑖𝐸𝑖𝑄𝑖]𝑄−1
𝑖 𝑥⊤𝑖 (𝑡)

≥
𝐾
∑

𝑖=1
𝜆𝑚𝑖𝑛(𝑃𝑖(11))𝑦⊤𝑖1(𝑡)𝑦𝑖1(𝑡) ≥ 𝜆𝑚𝑖𝑛(𝑃 (11))1(𝑡)2,

and the condition (12), we have

𝜆𝑚𝑖𝑛(𝑃 (11))1(𝑡)2 ≤ 𝑆(𝑡) ≤ 𝑞𝑆(0) = 𝑞𝜆𝑚𝑎𝑥(𝑃𝐸)‖𝜉‖2, ∀𝑡 ∈ [0, 𝑇 ].

Consequently, if ‖𝜉‖2 ≤ 𝑐1, then for all 𝑡 ∈ [0, 𝑇 ],

1(𝑡)2 ≤ 𝑞
𝜆𝑚𝑎𝑥(𝑃𝐸)
𝜆𝑚𝑖𝑛(𝑃 (11))

‖𝜉‖2 ≤ 𝑞1𝑐1, ∀𝑡 ∈ [0, 𝑇 ]. (13)

Besides, we see that for 𝜃 ∈ [−𝛽, 0], the following derivations hold

1(𝜃)2 =
𝐾
∑

𝑖=1
‖𝑦𝑖1(𝜃)‖2 ≤

𝐾
∑

𝑖=1
‖𝑦𝑖(𝜃)‖2 =

𝐾
∑

𝑖=1
𝑥𝑖(𝜃)⊤[𝑄−1

𝑖 ]⊤𝑄−1
𝑖 𝑥𝑖(𝜃)

≤ max
𝑖

(

𝜆𝑚𝑎𝑥([𝑄−1
𝑖 ]⊤𝑄−1

𝑖 )
)

𝐾
∑

𝑖=1
𝑥𝑖(𝜃)⊤𝑥𝑖(𝜃)

≤ max
𝑖

(

𝜆𝑚𝑎𝑥([𝑄−1
𝑖 ]⊤𝑄−1

𝑖 )
)

𝐾
∑

𝑖=1
‖𝜉𝑖‖

2 = max
𝑖

(

𝜆𝑚𝑎𝑥([𝑄−1
𝑖 ]⊤𝑄−1

𝑖 )
)

‖𝜉‖2

≤ max
𝑖

(

𝜆𝑚𝑎𝑥([𝑄−1
𝑖 ]⊤𝑄−1

𝑖 )
)

𝑐1.

Therefore, we have

1(𝑡)2 ≤ 𝑞2𝑐1, 𝑡 ∈ [−𝛽, 𝑇 ]. (14)

To estimate 2(𝑡), we consider two cases:

∙ Case 𝑡 ∈ [−𝛽, 0] ∶

2(𝑡)2 =
𝐾
∑

‖𝑦𝑗2(𝑡)‖2 ≤
𝐾
∑

‖𝑦𝑗 (𝑡)‖2 ≤ max
𝑖

𝜆𝑚𝑎𝑥([𝑄−1
𝑗 ]⊤𝑄−1

𝑗 )𝑐1 ≤ 𝑞2𝑐1, (15)
7

𝑗=1 𝑗=1
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B

∙ Case 𝑡 ∈ [0, 𝑇 ]: For 𝑖 = 1, 2,… , 𝐾, from the second equation of (4) it follows that

‖𝑦𝑖2(𝑡)‖ ≤|[𝐴22(𝑖)]−1𝐴21(𝑖)||𝑦𝑖1(𝑡)|

+
𝐾
∑

𝑗≠𝑖,𝑗=1

[

|[𝐴22(𝑖)]−1𝐴21(𝑖𝑗)‖𝑦𝑗1(𝑡 − 𝛽𝑖𝑗 )| + |[𝐴22(𝑖)]−1𝐴22(𝑖𝑗)‖𝑦𝑗2(𝑡 − 𝛽𝑖𝑗 )|
]

≤ 𝑎0
(

|𝑦𝑖1(𝑡)| +
𝐾
∑

𝑗≠𝑖,𝑗=1
|𝑦𝑗1(𝑡 − 𝛽𝑖𝑗 )|

)

+ 𝑎0
𝐾
∑

𝑗=1,𝑗≠𝑖
|𝑦𝑗2(𝑡 − 𝛽𝑖𝑗 )|

≤ 𝑎0
(

1(𝑡) +
𝐾
∑

𝑗≠𝑖,𝑗=1
1(𝑡 − 𝛽𝑖𝑗 )

)

+ 𝑎0
𝐾
∑

𝑗=1,𝑗≠𝑖
|𝑦𝑗2(𝑡 − 𝛽𝑖𝑗 )|

≤ 𝑞3
√

𝑐1 + 𝑎0
𝐾
∑

𝑗≠𝑖,𝑗=1
|𝑦𝑗2(𝑡 − 𝛽𝑖𝑗 )|,

hence for 𝑡 ∈ [0, 𝛽1], we get

‖𝑦𝑖2(𝑡)‖ ≤ 𝑞3
√

𝑐1 + 𝑎0
𝐾
∑

𝑗=1,𝑗≠𝑖
2(𝑡 − 𝛽𝑖𝑗 ) ≤

(

𝑞3 + 𝑎0(𝐾 − 1)
√

𝑞2
)

√

𝑐1.

Similarly, for 𝑡 ∈ [𝛽1, 2𝛽1], we get

‖𝑦𝑖2(𝑡)‖ ≤ 𝑞3
√

𝑐1 + 𝑎0
𝐾
∑

𝑗≠𝑖,𝑗=1
|𝑦𝑗2(𝑡 − 𝛽𝑖𝑗 )|

≤ 𝑞3
√

𝑐1 + (𝐾 − 1)𝑎0
(

𝑞3 + 𝑎0(𝐾 − 1)
√

𝑞2
)

√

𝑐1

=
(

𝑞3 + (𝐾 − 1)𝑎0𝑞3 + [𝑎0(𝐾 − 1)]2
√

𝑞2
)

√

𝑐1.

y induction, for 𝑡 ∈ [𝑘𝛽1, 𝑘𝛽1 + 𝛽1], 𝑘𝛽1 ≤ 𝑇 , we have

‖𝑦𝑖2(𝑡)‖ ≤
(

𝑞3
𝑘
∑

𝑗=1
[𝑎0(𝐾 − 1)]𝑗 + [𝑎0(𝐾 − 1)]𝑘+1

√

𝑞2
)

√

𝑐1 ≤ 𝑞4
√

𝑐1. (16)

Taking the estimation (15), (16) into account, we have

2(𝑡)2 ≤ 𝐾𝑞24𝑐1, 𝑡 ∈ [0, 𝑇 ]. (17)

Consequently, using (13) and (17) for all 𝑡 ∈ [0, 𝑇 ], gives

‖𝑥(𝑡)‖2 =
𝐾
∑

𝑖=1
‖𝑥𝑖(𝑡)‖2 =

𝐾
∑

𝑖=1
𝑦𝑖(𝑡)⊤[𝑄𝑖]⊤𝑄𝑖𝑦𝑖(𝑡) ≤ max

𝑖
𝜆𝑚𝑎𝑥([𝑄𝑖]⊤𝑄𝑖)

𝐾
∑

𝑖=1
𝑦𝑖(𝑡)⊤𝑦𝑖(𝑡)

= 𝛽
𝐾
∑

𝑖=1
𝑦𝑖1(𝑡)⊤𝑦𝑖1(𝑡) + 𝛽

𝐾
∑

𝑖=1
𝑦𝑖2(𝑡)⊤𝑦𝑖2(𝑡)

= 𝛽1(𝑡)2 + 𝛽2(𝑡)2 ≤ 𝛽(𝑞1 +𝐾𝑞24 )𝑐1 ≤ 𝑐2. □

In the sequel, we present sufficient conditions for designing stabilizing controllers 𝑢𝑖(𝑡) = 𝐾𝑖𝑥𝑖(𝑡) for the stabilization problem.
For this, the following notations are used:

�̄�𝑖 = 𝐴𝑖 + 𝐵𝑖𝑌𝑖𝑃
−1
𝑖 ,𝐻𝑖�̄�𝑖𝑄𝑖 =

[

�̄�𝑖(11) �̄�𝑖(12)
�̄�𝑖(21) �̄�𝑖(22)

]

,

[𝑄𝑖]⊤𝑃−1
𝑖 𝐸𝑖𝑄𝑖 =

[

𝑃𝑖(11) 0
0 0

]

, 𝑖 = 1, 2,… , 𝐾, 𝑁𝑖 =
[

0 0
0 𝐼𝑛𝑖−𝑟𝑖

]

𝐻𝑖,

�̄� = max
𝑖,𝑗

{|[�̄�𝑖(22)]−1𝐴𝑖𝑗 (22)|, |[�̄�𝑖(22)]−1�̄�𝑖(21)|, |[�̄�𝑖(22)]−1𝐴𝑖𝑗 (21)|};

𝜆𝑚𝑎𝑥(𝑃−1𝐸) = max
𝑖

𝜆𝑚𝑎𝑥(𝑃−1
𝑖 𝐸𝑖),

𝜆𝑚𝑖𝑛(𝑃 (11)) = min
𝑖

𝜆𝑚𝑖𝑛(𝑃𝑖(11));

𝑞1 = 𝑞
𝜆𝑚𝑎𝑥(𝑃−1𝐸)
𝜆𝑚𝑖𝑛(𝑃 (11))

, 𝑞2 = 𝑞1 + max
𝑖

𝜆𝑚𝑎𝑥([𝑄−1
𝑖 ]⊤𝑄−1

𝑖 ), 𝑞3 = �̄�𝐾
√

𝑞2;

𝑞4 = max
(

𝑞3
𝑘
∑

[�̄�(𝐾 − 1)]𝑗 + [�̄�(𝐾 − 1)]𝑘+1
√

𝑞2
)

, 𝛽 = max
𝑖

𝜆𝑚𝑎𝑥([𝑄𝑖]⊤𝑄𝑖).
8

𝑘∈0,[𝑇 ∕𝛽1]+1 𝑗=0
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Theorem 5. Given numbers 𝑐1 > 0, 𝑐2 > 0, 𝑇 > 0, the system (1) is finite-time stabilizable w.r.t (𝑐1, 𝑐2, 𝑇 ), if there exist invertible matrices
𝑖 satisfying 𝐸𝑖𝑃⊤

𝑖 = [𝐸𝑖𝑃⊤
𝑖 ]⊤ ≥ 0 and matrices 𝑌𝑖 such that

𝛴(𝑖) < 0, 𝑖 = 1, 2,… , 𝐾, (18)

𝛽(𝑞1 +𝐾𝑞24 )𝑐1 ≤ 𝑐2. (19)

oreover, the stabilizing controllers are defined as

𝑢𝑖(𝑡) = 𝐾𝑖𝑥𝑖(𝑡) = 𝑌𝑖𝑃
−1
𝑖 𝑥𝑖(𝑡), 𝑖 = 1, 2,… , 𝐾,

here

𝛴(𝑖) =

⎡

⎢

⎢

⎢

⎢

⎣

𝛺(𝑖)1,1 𝛺(𝑖)1,2 … 𝛺(𝑖)1,𝐾+1
∗ 𝛺(𝑖)22 … 𝛺(𝑖)2,𝐾+1
. . … .
∗ ∗ … 𝛺(𝑖)𝐾+1,𝐾+1

⎤

⎥

⎥

⎥

⎥

⎦

,

𝛺(𝑖)𝑖𝑖 = 𝐴𝑖𝑃
⊤
𝑖 + [𝐴𝑖𝑃

⊤
𝑖 ]⊤ + 𝐵𝑖𝑌𝑖 + [𝐵𝑖𝑌𝑖]⊤ − 𝛽𝐸𝑖𝑃

⊤
𝑖 + 𝐿𝑖𝐴𝑖𝑃

⊤
𝑖 + [𝐿𝑖𝐴𝑖𝑃

⊤
𝑖 ]⊤ + 𝐿𝑖𝐵𝑖𝑌𝑖 + [𝐿𝑖𝐵𝑖𝑌𝑖]⊤,

𝛺(𝑖)𝑗𝑗 = −𝛽𝐸𝑗𝑃
⊤
𝑗 − [𝐴𝑖𝑗 ]⊤𝐴𝑖𝑗𝑃

⊤
𝑗 − 𝑃𝑗 [𝐴𝑖𝑗 ]⊤𝐴𝑖𝑗 ,

𝛺(𝑖)𝑖𝑗 = 𝐴𝑖𝑗𝑃
⊤
𝑗 − 𝑃𝑖[𝐴𝑖]⊤𝐴𝑖𝑗 − [𝐵𝑖𝑌𝑖]⊤𝐴𝑖𝑗 + 𝐿𝑖𝐴𝑖𝑗𝑃

⊤
𝑗 , 𝛺(𝑖)𝑗𝑖 = [𝛺(𝑖)𝑖𝑗 ]⊤,

𝛺(𝑖)𝐾+1,𝐾+1 = −𝑃𝑖 − 𝑃⊤
𝑖 , 𝛺(𝑖)𝐾+1,𝑖 = 𝐴𝑖𝑃𝑖 + 𝐵𝑖𝑌𝑖, 𝛺(𝑖)𝑖,𝐾+1 = [𝛺(𝑖)𝐾+1,𝑖]⊤,

𝛺(𝑖)𝐾+1,𝑗 = 𝐴𝑖𝑗𝑃
⊤
𝑗 + 𝑃𝑖𝐴𝑖𝑗 , 𝑗 ≠ 𝑖, 𝑗 = 1, 2,… , 𝐾,

he other terms of the 𝛴(𝑖) are zero.

roof. Let �̄�𝑖 = 𝐴𝑖 + 𝐵𝑖𝐾𝑖. Taking 𝑉𝑖(𝑥𝑖) = 𝑥⊤𝑖 𝑃
−1
𝑖 𝐸𝑖𝑥𝑖 and

𝐿𝑖 = 𝑃−1
𝑖 , 𝐾𝑖 = 𝑌𝑖𝑃

−1
𝑖 , 𝑍𝑖𝑗 = −𝑃−1

𝑗 [𝐴𝑖𝑗 ]⊤, 𝑅𝑖 = 𝑃−1
𝑖 , 𝑖 = 1, 2,… , 𝐾.

y the similar way of the proof of Theorem 4, the closed-loop equation

𝐸𝑖𝐷
𝛼𝑖𝑥𝑖(𝑡) = �̄�𝑖𝑥𝑖(𝑡) +

𝐾
∑

𝑗=1,𝑗≠𝑖
𝐴𝑖𝑗𝑥𝑗 (𝑡 − 𝛽𝑖𝑗 (𝑡)), 𝑡 ≥ 0,

s FTS w.r.t (𝑐1, 𝑐2, 𝑇 ) if there exist invertible matrices 𝑃𝑖 such that

𝑊 (𝑖) < 0, 𝑖 = 1, 2,… , 𝐾, (20)

𝛽(𝑞1 +𝐾𝑞24 )𝑐1 ≤ 𝑐2, (21)

here

𝑊 (𝑖)𝑖,𝑖 = 𝑃−1
𝑖 �̄�𝑖 + [𝑃−1

𝑖 �̄�𝑖]⊤ − 𝛽𝑃−1
𝑖 𝐸𝑖 + 𝑅𝑖𝐿𝑖�̄�𝑖 + [𝑅𝑖𝐿𝑖�̄�𝑖]⊤,

𝑊 (𝑖)𝑗,𝑗 = −𝛽𝑃−1
𝑗 𝐸𝑗 +𝑍𝑖𝑗𝐴𝑖𝑗 + [𝑍𝑖𝑗𝐴𝑖𝑗 ]⊤, 𝑊 (𝑖)𝑖,𝑗 = 𝑃−1

𝑖 𝐴𝑖𝑗 + [𝑍𝑖𝑗 �̄�𝑖]⊤ + 𝑅𝑖𝐿𝑖𝐴𝑖𝑗 ,

𝑊 (𝑖)𝐾+1,𝐾+1 = −𝐿𝑖 − [𝐿𝑖]⊤, �̄� (𝑖)𝐾+1,𝑖 = 𝐿𝑖�̄�𝑖, �̄� (𝑖)𝑖,𝐾+1 = [𝐿𝑖�̄�𝑖]⊤,

𝑊 (𝑖)𝐾+1,𝑗 = 𝐿𝑖𝐴𝑖𝑗 − [𝑍𝑖𝑗 ]⊤, 𝑗 ≠ 𝑖, 𝑗 = 1, 2,… , 𝐾,

he other elements of the matrix 𝑊 (𝑖) are zero.
Indeed, the LMI condition (20) leads to

𝑊 (𝑖)𝑖,𝑖 = 𝑃−1
𝑖 �̄�𝑖 + [𝑃−1

𝑖 �̄�𝑖]⊤ − 𝛽𝑃−1
𝑖 𝐸𝑖 < 0, 𝑖 = 1, 2,… , 𝐾.

nd the regularity and impulse-free are derived by the same augments of the proof in Theorem 4. Besides, the condition 𝑃−1
𝑖 𝐸𝑖 =

𝑃−1
𝑖 𝐸𝑖]⊤ leads to

𝐸𝑖𝑃
⊤
𝑖 = 𝑃𝑖

(

𝑃−1
𝑖 𝐸𝑖

)

𝑃⊤
𝑖 = 𝑃𝑖

(

[𝑃−1
𝑖 𝐸𝑖]⊤

)

𝑃⊤
𝑖 = 𝑃𝑖𝐸

⊤
𝑖 .

oreover, from the relations
⊤ ⊤ ⊤ ⊤
9

𝛴(𝑖) = diag{𝑃1, 𝑃2,… , 𝑃𝐾 , 𝑃𝑖}𝑊 (𝑖) diag{𝑃1 , 𝑃2 ,… , 𝑃𝐾 , 𝑃𝑖 },
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I

𝐸𝑖𝑃
⊤
𝑖 = 𝑃𝑖

(

𝑃−1
𝑖 𝐸𝑖

)

𝑃⊤
𝑖 ,

nd from the invertibility of 𝑃𝑖, it follows that the condition (20) and (21) are equivalent to the condition (18) and (19),
espectively. □

emark 1. Theorem 4 and Theorem 5 provide FTS criteria and stabilization conditions via solving tractable LMIs (18), (20), which
re solved by using LMI Control Toolbox [25]. Note that the condition 𝑃𝑖𝐸𝑖 = [𝑃𝑖𝐸𝑖]⊤ ≥ 0 is not an LMI, but it can be reduced into a

single strict LMI. Moreover, since the parameters 𝑐1, 𝑐2, do not involve in the LMI (6) (or (18)), we first determine matrix solutions
𝑃𝑖, 𝑍𝑖, 𝐿𝑖, 𝑅𝑖 from the LMI and then we can easily check the conditions (7), (19).

Remark 2. Note that the derived condition (18), (19) for designing the stabilizing controllers involve some parameters 𝑐1, 𝑐2, 𝐾, 𝑇 .
In addition, for given 𝐾, 𝑇 if 𝑐1 > 0, the parameter 𝑐2 > 0 can be defined as an optimization parameter problem for finding the
minimal value of 𝑐2.

Remark 3. Compared with previous works, the problem is studied in [13,15] for fractional interconnected systems, however the
singularity was not considered therein. For singular fractional systems, the problem is considered in [3,22–24], however, the large-
scale structure was not involved therein. To the author’s best knowledge, it is for the first time that the sufficient conditions are
proposed for the FTS and stabilization of the FSISs with interval time-variable delays.

Remark 4. It is notable that in this paper, we have considered the system (1) with the fractional derivative 0 < 𝛼𝑖 < 1. For the
arge-scale classical systems (𝛼𝑖 = 1), our results are still valid since the technical lemmas (Lemma 1, Lemma 3) used in the proofs are
pplicable. The problem was studied in [12,18,28,29] for the singular large-scale classical systems, however, the system considered
herein subjected to no delays.

. Examples and simulations

xample 1. Consider unforced FSISs (2) (𝐾 = 3) described by the following equations
{

𝐸1𝐷𝛼1𝑥1(𝑡) = 𝐴1𝑥1(𝑡) + 𝐴12𝑥2(𝑡 − 𝛽12) + 𝐴13𝑥3(𝑡 − 𝛽13),
𝑥1(𝑡) = 𝜉1(𝑡), 𝑡 ∈ [−𝛽, 0],

{

𝐸2𝐷𝛼2𝑥2(𝑡) = 𝐴2𝑥2(𝑡) + 𝐴21𝑥1(𝑡 − 𝛽21) + 𝐴23𝑥3(𝑡 − 𝛽23),
𝑥2(𝑡) = 𝜉2(𝑡), 𝑡 ∈ [−𝛽, 0],

{

𝐸3𝐷𝛼3𝑥3(𝑡) = 𝐴3𝑥3(𝑡) + 𝐴31𝑥1(𝑡 − 𝛽31) + 𝐴32𝑥2(𝑡 − 𝛽32),
𝑥3(𝑡) = 𝜉3(𝑡), 𝑡 ∈ [−𝛽, 0],

where 𝛼1 = 0.1, 𝛼2 = 0.15, 𝛼3 = 0.2, and

𝐸1 =
[

1 0
0 0

]

, 𝐸2 =
[

1 0
0 0

]

, 𝐸3 =
[

1 0
0 0

]

,

𝐴1 =
[

−1 1
0 −1

]

, 𝐴2 =
[

−2 1
0 −1

]

, 𝐴3 =
[

−1.5 0.5
0 −1

]

,

𝐴12 =
[

0.015 0.01
0.01 0.015

]

, 𝐴13 =
[

0.01 0.015
0.015 0.01

]

, 𝐴21 =
[

0.02 0.01
0.01 0.02

]

,

𝐴23 =
[

0.01 0.02
0.02 0.01

]

, 𝐴31 =
[

0.015 0.015
0.01 0.01

]

, 𝐴32 =
[

0.01 0.01
0.015 0.015

]

,

𝜉1(𝑡) = [0.4; 0.3]𝑇 , 𝜉2(𝑡) = [0.4; 0.3]𝑇 , 𝜉3(𝑡) = [0.4; 0.3]𝑇 ,

𝛽12(𝑡) =
1
10

+
5 sin2(𝑡)
100

, 𝛽13(𝑡) =
1
10

+
cos2(𝑡)
100

, 𝛽21(𝑡) =
1
10

+
2 sin2(𝑡)
100

,

𝛽23(𝑡) =
1
10

+
3 cos2(𝑡)
100

, 𝛽31(𝑡) =
1
10

+
3 sin2(𝑡)
100

, 𝛽32(𝑡) =
1
10

+
2 cos2(𝑡)
100

,

𝛽1 = 0.1, 𝛽 = 0.15.

n the case we have

𝐻1 = 𝐻2 = 𝐻3 = 𝑄1 = 𝑄2 = 𝑄3 =
[

1 0
0 1

]

.

By using LMI Toolbox [25], the LMIs (6) have the following solutions:

𝑃1 =
[

3.6400 0
]

, 𝑃2 =
[

2.2297 0
]

, 𝑃3 =
[

2.8608 0
]

,

10
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Fig. 1. The behaviour of ‖𝑥(𝑡)‖2 in Example 1.

𝑍12 =
[

−0.0484 0.0120
−0.1263 −0.0010

]

, 𝑍13 =
[

−0.0781 0.0210
−0.2432 0.0059

]

,

𝑍21 =
[

−0.1024 0.0102
−0.2642 0.0068

]

, 𝑍23 =
[

−0.0607 0.0217
−0.4226 −0.0200

]

,

𝑍31 =
[

−0.0599 0.0230
−0.3315 −0.0025

]

, 𝑍32 =
[

−0.0275 0.0210
−0.1196 −0.0051

]

,

𝐿1 =
[

1.6481 0.2413
0.2413 1.7949

]

, 𝐿2 =
[

1.4735 0.2030
0.2030 1.7053

]

, 𝐿3 =
[

1.6443 0.1115
0.1115 1.7598

]

,

𝑅1 =
[

0 2.9413
0 −0.7712

]

, 𝑅2 =
[

0 0.7131
0 −0.8478

]

, 𝑅2 =
[

0 0.8703
0 −1.0104

]

.

oreover, we check the condition (7) as follows.

𝑃1𝐸1 = 𝐸⊤
1 𝑃

⊤
1 =

[

3.6400 0
0 0

]

≥ 0, 𝑃2𝐸2 = 𝐸⊤
2 𝑃

⊤
2 =

[

2.2297 0
0 0

]

≥ 0,

𝑃3𝐸3 = 𝐸⊤
3 𝑃

⊤
3 =

[

2.8608 0
0 0

]

≥ 0,

nd

𝛾 = 0.02, 𝑎1 = 1.3421, 𝑎2 = 0.6841, 𝛽 = 1,

𝑞 = 4.2485, 𝑞1 = 6.9356, 𝑞2 = 7.9356, 𝑞3 = 0.1690, 𝑞4 = 0.2817.

or 𝑐1 = 1; 𝑐2 = 7.5, 𝑇 = 10, the condition (7) holds:

𝛽(𝑞1 +𝐾𝑞24 )𝑐1 = 7.1737 ≤ 𝑐2 = 7.5.

pplying Theorem 4, the finite-time stability w.r.t. (1, 7.5, 10) of the equation is derived.
Fig. 1 demonstrates the behaviour of ‖𝑥(𝑡)‖2 of Example 1.

Example 2. Consider control FSISs (1), where 𝐾 = 3, 𝛼1 = 0.1, 𝛼2 = 0.15, 𝛼3 = 0.2,

𝐸1 =
[

1 0
0 0

]

, 𝐸2 =
[

1 0
0 0

]

, 𝐸3 =
[

1 0
0 0

]

,

𝐴1 =
[

0.5 0
]

, 𝐴2 =
[

1 0.1
]

, 𝐴3 =
[

1.5 0.2
]

,

11
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𝐴12 =
[

0.01 0.02
0.01 0.01

]

, 𝐴13 =
[

0.02 0.03
0.01 0.001

]

, 𝐴21 =
[

0.02 0.01
0.01 0.01

]

,

𝐴23 =
[

0.02 0.01
0.01 0.001

]

, 𝐴31 =
[

0.03 0.01
0.01 0.01

]

, 𝐴32 =
[

0.01 0.01
0.01 0.001

]

,

𝐵1 =
[

1 0
0 1

]

, 𝐵2 =
[

1 0
0 1

]

, 𝐵3 =
[

1 0
0 1

]

,

𝜉1(𝑡) = [0.4; 0.3]𝑇 , 𝜉2(𝑡) = [0.4; 0.3]𝑇 , 𝜉3(𝑡) = [0.4; 0.3]𝑇 ,

𝛽12(𝑡) =
1.2
10

+
3 sin2(𝑡)
100

, 𝛽13(𝑡) =
1.3
10

+
2 cos2(𝑡)
100

, 𝛽21(𝑡) =
1
10

+
2 sin2(𝑡)
100

,

𝛽23(𝑡) =
1.2
10

+
3 cos2(𝑡)
100

, ℎ31(𝑡) =
1
10

+
3 sin2(𝑡)
100

, 𝛽32(𝑡) =
1.2
10

+
2 cos2(𝑡)
100

,

𝛽1 = 0.1, 𝛽 = 0.15, 𝐻1 = 𝐻2 = 𝐻3 = 𝑄1 = 𝑄2 = 𝑄3 =
[

1 0
0 1

]

.

The LMI conditions (18) are feasible with

𝑃1 = 105
[

1.7500 0
0 0.1175

]

, 𝑃2 = 105
[

1.1778 0
0 0.0601

]

,

𝑃3 = 105
[

1.2764 0
0 0.1262

]

, 𝑌1 = 104
[

−7.9977 −0.5398
−0.5398 −1.3703

]

,

𝑌2 = 105
[

−1.1537 −0.1249
−0.1249 −0.2117

]

, 𝑌3 = 105
[

−1.8713 −0.1397
−0.1397 −0.4325

]

.

Also, we check the condition (19) as follows.

𝐸1𝑃
⊤
1 = 𝑃1𝐸

⊤
1 = 105

[

1.7500 0
0 0

]

≥ 0,

𝐸2𝑃
⊤
2 = 𝑃2𝐸

⊤
2 = 105

[

1.1778 0
0 0

]

≥ 0,

𝐸3𝑃
⊤
3 = 𝑃3𝐸

⊤
3 = 105

[

1.2764 0
0 0

]

≥ 0,

and we can find the positive scalars

�̄� = 0.0319, 𝑎1 = 1.3421, 𝑎2 = 0.6841, 𝛽 = 1,

𝑞1 = 6.3124, 𝑞2 = 7.3124, 𝑞3 = 0.2590, 𝑞4 = 0.4317

such that for 𝑐1 = 1; 𝑐2 = 7, 𝑇 = 10, the condition (19) is satisfied:

𝛽(𝑞1 +𝐾𝑞24 )𝑐1 = 6.8715 ≤ 𝑐2 = 7.

Applying Theorem 5, the finite-time stabilizability w.r.t. (1, 7, 10) of the equation is derived. The stabilizing controllers are defined
by

𝑢1(𝑡) = 𝐾1𝑥1(𝑡) =
[

−0.4570 −0.4593
−0.0308 −1.1658

]

𝑥1(𝑡),

𝑢2(𝑡) = 𝐾2𝑥2(𝑡) =
[

−0.9795 −2.0776
−0.1060 −3.5225

]

𝑥2(𝑡).

𝑢3(𝑡) = 𝐾3𝑥3(𝑡) =
[

−1.4661 −1.1072
−0.1094 −3.4277

]

𝑥3(𝑡).

Fig. 2 illustrates the behaviour of ‖𝑥(𝑡)‖2 of the system (1) without control, which shows that the system (1) without control
(𝑢𝑖(𝑡) = 0) is not FTS. However, Fig. 3 shows that the control system (1) under the above defined controllers 𝑢𝑖(𝑡) = 𝐾𝑖𝑥𝑖(𝑡), 𝑖 = 1, 2, 3,
is FTS w.r.t (1, 7, 10).
12
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Fig. 2. The behaviour of ‖𝑥(𝑡)‖2 in Example 2 without controllers.

Fig. 3. The behaviour of ‖𝑥(𝑡)‖2 in Example 2 with controllers.

. Conclusion

In this paper, an analytical approach based on fractional calculus and singular value theory is proposed to study problem of
tability and stabilization for FSISs with time-varying delay. We have first shown the finite-time stability conditions and then,
roposed a control design of feedback stabilizing controllers in the terms of the Laplace transform, the Mittag-Leffler functions and
tractable LMI. Finally, two numerical examples with simulations are included to demonstrate the validity and effectiveness of the
btained results.
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