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Some concepts: supervised/unsupervised learning

I Supervised learning:
Infer (predict) a function/relationship from labeled
training data (e.g. classification, regression).

I Unsupervised learning:
Find “structure” in unlabeled data (e.g. clustering).
Even if it is more subjective than supervised learning, it
can be useful as a pre-processing step for supervised
learning.
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Supervised learning methods

I Parametric statistics (linear or non-linear).

I Non-parametric statistics (local estimation methods, e.g
smoothing kernel methods, k-nearest neighbors).

I Tree based methods.

I Aggregation methods (bagging & boosting)

I Support Vector Machines.

I Neural networks.
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Supervised learning examples

I Regression:
I Pollution.
I Electricity consumption and generation.
I Market price.
I . . .

I Classification:
I Medicine (e.g heart disease).
I Credit scoring.
I Text recognition.
I Image recognition.
I . . .
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Some key points

I Trade-off between prediction accuracy and
interpretability (“black box”).

I Parsimonious model: “less is more”.

I Avoid over-fitting.
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Regression and classification

I Consider a sample Dn
1 = {(x1, y1) , . . . , (xn, yn)} where

xi ∈ X (commonly Rp) and yi ∈ Y.

I The aim is to forecast y for a new value x .

I Two cases can be distinguished: regression and
classification:

I Regression: Y = R.
I Classification: Y = {−1, 1} (binary).
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Prediction

I We assume that (xi , yi ) is a realization of the random
variable (Xi ,Yi ) with unknown joint probability
distribution PX ,Y (nonparametric statistical model).

I A predictor of Y is a measurable function f : X → Y.

I One assume that f ∈ F .
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Performance of a model

I The performance of a predictor f̂ is evaluated by the
risk R (or generalization error) which:

I allows model selection,
I provides a measure of the confidence that can be placed

in the forecast.

I The risk is defined from a loss function.
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Loss function

I The function ` : Y × Y → R+ is a loss function (or cost
function) if:

I ` (y , y) = 0 ,
I ∀y 6= y ′ : ` (y , y ′) > 0 .

I Examples of loss functions:
I Regression:

` (y , y ′) = |y − y ′|q

with q ∈ R+.

I Binary discrimination:

` (y , y ′) = 1y 6=y ′ =
|y − y ′|

2
=

(y − y ′)
2

4
.
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Risk (generalization error)

The risk (or generalization error) of a predictor f̂ is:

R
(
f̂
)

= E
[
`
(
f̂ (X ),Y

)]
.
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Issue

If we knew PX ,Y , one could find the optimal predictor:

f ? = arg min
f ∈F

R(f )

called oracle.
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Examples
We want to consider prediction functions which minimize the
following risks:

I Regression examples:
I If ` (y , y ′) = |y − y ′| then:

f ? (x) = Med (Y /X = x ) .

I If ` (y , y ′) = (y − y ′)
2

then:

f ? (x) = E (Y /X = x ) .

I Binary classification example:
If ` (y , y ′) = 1{y 6=y ′} then:

f ? (x) =

{
1 if P (Y = 1 /X = x ) ≥ P (Y = −1 /X = x )

−1 otherwise
.
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Machine learning issue

I The aim of the data scientist is to find an estimation of
f , based on the sample, such that:

R
(
f̂
)
≈ R (f ?) .

I In practice, to estimate f̂ ∈ F :
I we restrict F to S,
I we consider the empirical risk (and not the risk).

So:

f̂ = arg min
f ∈S

1

n

n∑
i=1

` (Yi , f (Xi )) .
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Empirical risk

The empirical risk is:

R̂
(
f̂
)

:= Rn

(
f̂
)

=
1

n

n∑
i=1

`
(
f̂ (X ) ,Y

)
.
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Bias (approximation error)-variance (estimation
error) decomposition I

I In the general case (F), find:

f ? = arg min
f ∈F

R(f ) .

I In the restricted case (S ⊂ F) find:

f ?S = arg min
f ∈S

R(f ) .

The bias (approximation error)-variance (estimation error)
decomposition is:

R
(
f̂S

)
− R (f ?) = R (f ?S )− R (f ?)︸ ︷︷ ︸

approximation errror

+R
(
f̂S

)
− R (f ?S )︸ ︷︷ ︸

estimation error

.
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Bias (approximation error)-variance (estimation
error) decomposition II
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Empirical risk issues

I The empirical risk under-estimates the risk.

I This can lead to overfitting.

I There are different strategies to obtain an unbiased
estimate of this risk:

I Mathematical adjustment of the training error (which
underestimates the test error): AIC, BIC, Cp . . .

I Resampling methods: cross validation or bootstrap.
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Bias-variance trade-off I
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Bias-variance trade-off II
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K -fold cross-validation I

I Randomly divide the data into K “equal-sized” parts.
The part k contains nk observations, nk = n

K if n is a
multiple of K .

I For k ∈ {1, . . . ,K}:
1. Leave out part k from the training test.
2. Estimate the prediction function on the training test.
3. Compute the test error on part k : CVk (e.g MSE for

regression).

I Compute the cross validation criterion:

CV =
K∑

k=1

nk
n

CVk .
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K -fold cross-validation II
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K -fold cross-validation III
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Origin

From The surprising adventures of Baron Munchausen from
Rudolph Erich Raspe :

“The Baron had fallen to the bottom of a deep lake. Just
when it looked like all was lost, he thought to pick himself
up by his own bootstraps.”
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Issues

I Aim: quantify the uncertainty of a statistical estimator
or a statistical learning method.

I Cross validation: works on independent data sets from
the population.

I Bootstrap: works on samples of the same size as the
original one, resampling the original data set with
replacement.

I Some observations may appear more than once, others
do not appear in a bootstrap sample.
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Table of confusion I

Predictive condition

Positive Negative

True condition
Positive True positive (TP) False negative (FN)

Negative False positive (FP) True negative (TN)
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Table of confusion II

The sensitivity, or true positive rate (TPR), is:

TPR =
TP

TP + FN
.

The specificity (SPC), or the true negative rate (TNR), is:

SPC =
TN

FP + TN
.

The precision, or the positive predictive value (PPV), is:

PPV =
TP

TP + FP
.

The accuracy (ACC) is:

ACC =
TP + TN

TP + FN + FP + TN
.
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Receiver Operating Characteristic

The ROC (Receiver Operating Characteristic) curve plots
the sensitivity (TPR) in function of the specificity (FPR) for
different decision threshold.

The AUC (Area Under the ROC) measures how well a
decision rule can classify:

I AUC = 1
2 : worse case,

I AUC = 1: better case.
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Outline

I CART.

I Bagging.

I Boosting.

I Support Vector Machines.

I Introduction to neural networks.
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Practical case: spam prediction

https://archive.ics.uci.edu/ml/datasets/spambase

4601 individuals and 58 variables:

I X1-X48: “bags of words” in the email.

I X49-X54: percentage of characters.

I X55: average length of uninterrupted sequences of
capital letters.

I X56: length of longest uninterrupted sequence of
capital letters.

I X57: sum of length of uninterrupted sequences of
capital letters.

I Y: 1 (e-mail considered as a spam) or 0 (otherwise).

Aim: compare classification methods results on this dataset.

https://archive.ics.uci.edu/ml/datasets/spambase
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Software tools



Introduction

Key concepts

Cross validation

Bootstrap

Performance of a
binary classifier

What follows

References

38/38

References

Hastie, T., Tibshirani, R., and Friedman, J. (2009). The
elements of statistical learning. Data Mining, inference,
and prediction. Springer Series in Statistics. Springer, 2
edition.

James, G., Witten, D., Hastie, T., and Tibshirani, R. (2015).
An introduction to statistical learning with applications in
R. Springer Texts in Statistics. Springer.


	Introduction
	Key concepts
	Cross validation
	Bootstrap
	Performance of a binary classifier
	What follows

