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Abstract

We investigate the approximation of weighted integrals over Rd for integrands
from weighted Sobolev spaces of mixed smoothness. We prove upper and lower
bounds of the convergence rate of optimal quadratures with respect to n integra-
tion nodes for functions from these spaces. In the one-dimensional case (d = 1),
we obtain the right convergence rate of optimal quadratures. For d ≥ 2, the up-
per bound is performed by sparse-grid quadratures with integration nodes on step
hyperbolic crosses in the function domain Rd.
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1 Introduction

The aim of the present paper is to investigate approximation of weighted integrals over Rd

for integrands lying in weighted Sobolev spaces W r
1,w(Rd) of mixed smoothness r ∈ N. We

want to give upper and lower bounds of the approximation error for optimal quadratures
with n integration nodes over the unit ball of W r

1,w(Rd).

We first introduce weighted Sobolev spaces of mixed smoothness. Let

w(x) := wλ,a,b(x) :=
d∏
i=1

w(xi), (1.1)

1



where
w(x) := wλ,a,b(x) := exp(−a|x|λ + b), λ > 1, a > 0, b ∈ R, (1.2)

is a univariate Freud-type weight. The most important parameter in the weight wλ,a,b
is λ. The parameter b which produces only a possitive constant in the weight wλ,a,b is
introduced for a certain normalization for instance, for the standard Gaussian weight
which is one of the most important weights. In what follows, we fix the parameters λ, a, b
and for simplicity, drop them from the notation. Let 1 ≤ p < ∞ and Ω be a Lebesgue
measurable set on Rd. We denote by Lpw(Ω) the weighted space of all functions f on Ω
such that the norm

‖f‖Lpw(Ω) :=

(∫
Ω

|f(x)w(x)|pdx
)1/p

(1.3)

is finite. For r ∈ N, we define the weighted Sobolev space W r
p,w(Ω) of mixed smoothness r

as the normed space of all functions f ∈ Lpw(Ω) such that the weak (generalized) partial
derivative Dkf belongs to Lpw(Ω) for every k ∈ Nd

0 satisfying the inequality |k|∞ ≤ r. The
norm of a function f in this space is defined by

‖f‖W r
p,w(Ω) :=

( ∑
|k|∞≤r

‖Dkf‖p
Lpw(Ω)

)1/p

. (1.4)

It is useful to notice that any function f ∈ W r
p,w(Rd) is equivalent in the sense of

the Lesbegue measure to a continuous (not necessarily bounded) function on Rd, see
Lemma 3.1 below. Hence throughout the present paper, we always assume that the func-
tions f ∈ W r

p,w(Rd) are continuous. We need this assumption for well-defined quadratures
for functions f ∈ W r

p,w(Rd).

Let γ be the standard d-dimensional Gaussian measure γ with the density function

g(x) = (2π)−d/2 exp(−|x|22/2).

The well-known spaces Lp(Ω; γ) and W r
p (Ω; γ) which are used in many applications, are

defined in the same way by replacing the norm (1.3) with the norm

‖f‖Lp(Ω;γ) :=

(∫
Ω

|f(x)|pγ(dx)

)1/p

=

(∫
Ω

|f(x)|pg(x)dx

)1/p

.

The spaces Lp(Ω; γ) and W r
p (Ω; γ) can be seen as the Lpw(Ω) and W r

p,w(Ω), where

w(x) = wλ,a,b(x), with λ = 2/p, a = 1/2p, b = −(d log 2π)/2p

for a fixed 1 ≤ p <∞.

In the present paper, we are interested in approximation of weighted integrals∫
Rd
f(x)w(x) dx (1.5)
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for functions f lying in the space W r
1,w(Rd). To approximate them we use quadratures of

the form

Qkf :=
k∑
i=1

λif(xi), (1.6)

where x1, . . . ,xk ∈ Rd are the integration nodes and λ1, . . . , λk the integration weights.
For convenience, we assume that some of the integration nodes may coincide.

Let F be a set of continuous functions on Rd. Denote by Qn the family of all quadra-
tures Qk of the form (1.6) with k ≤ n. The optimality of quadratures from Qn for f ∈ F
is measured by

Intn(F ) := inf
Qn∈Qn

sup
f∈F

∣∣∣∣ ∫
Rd
f(x)w(x) dx−Qnf

∣∣∣∣. (1.7)

We recall that the space W r
p (Ω) is defined as the classical Sobolev space of mixed

smoothness by replacing Lpw(Ω) with Lp(Ω) in (1.4), where as usually, Lp(Ω) denotes the
Lebesgue space of functions on Ω equipped with the usual p-integral norm.

For approximation of integrals ∫
Ω

f(x)dx

over the set Ω, we need natural modifications QΩ
nf for functions f on Ω, and IntΩ

n (F ) for
a set F of functions on Ω, of the definitions (1.6) and (1.7). For simplicity we will drop
Ω from these notations if there is no misunderstanding.

We first briefly describe the main results of the present paper and then give comments
on related works.

For a normed space X of functions on Rd, the boldface X denotes the unit ball in X.
Throughout the present paper we make use of the notation

rλ := (1− 1/λ)r.

For the set W r
1,w(Rd)), we prove the upper and lower bounds

n−rλ(log n)rλ(d−1) � Intn(W r
1,w(Rd))� n−rλ(log n)(rλ+1)(d−1), (1.8)

in particular, in the case of Gaussian measure

n−r/2(log n)r(d−1)/2 � Intn(W r
1(Rd; γ))� n−r/2(log n)(r/2+1)(d−1). (1.9)

In the one-dimensional case, we prove the right convergence rate

Intn(W r
1,w(R)) � n−rλ . (1.10)

The difference between the upper and lower bounds in (1.8) is the logarithmic factor
(log n)d−1.

There is a large number of works on high-dimensional unweighted integration over the
unit d-cube Id := [0, 1]d for functions having a mixed smoothness (see [2, 5, 12] for results
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and bibliography). However, there are only a few works on high-dimensional weighted
integration for functions having a mixed smoothness. The problem of optimal weighted
integration (1.5)–(1.7) has been studied in [6, 7, 4] for functions in certain Hermite spaces,
in particular, the space Hd,r which coincides with W r

2 (Rd; γ) in terms of norm equivalence.
It has been proven in [4] that

n−r(log n)(d−1)/2 � Intn
(
W r

2(Rd; γ))� n−r(log n)d(2r+3)/4−1/2.

Recently, in [1, Theorem 2.3] for the space W r
p (Rd, γ) with r ∈ N and 1 < p < ∞, we

have constructed an asymptotically optimal quadrature Qγ
n of the form (1.6) which gives

the asymptotic order

sup
f∈W r

p(Rd;γ)

∣∣∣∣ ∫
Rd
f(x)γ(dx)−Qγ

nf

∣∣∣∣ � Intn
(
W r

p(Rd; γ)
)
� n−r(log n)(d−1)/2. (1.11)

The results (1.9) and (1.11) show a substantial difference of the convergence rates between
the cases p = 1 and 1 < p < ∞. In constructing the asymptotically optimal quadrature
Qγ
n in (1.11), we used a technique collaging a quadrature for the Sobolev spaces on the

unit d-cube to the integer-shifted d-cubes. Unfortunately, this technique is not suitable
to constructing a quadrature realizing the upper bound in (1.8) for the space W r

1 (Rd; γ)
which is the largest among the spaces W r

p (Rd; γ) with 1 ≤ p <∞. It requires a different
technique based on the well-known Smolyak algorithm. Such a quadrature relies on sparse
grids of integration nodes which are step hyperbolic crosses in the function domain Rd,
and some generalization of the results on univariate numerical integration by truncated
Gaussian quadratures from [3]. To prove the lower bound in (1.8) and (1.10) we adopt
a traditional technique to construct for arbitrary n integration nodes a fooling function
vanishing at these nodes.

It is interesting to compare the results (1.9) and (1.11) on Intn
(
W r

p(Rd; γ)
)

with known

results on Intn
(
W r

p(Id)
)

for the unweighted Sobolev space W r
p (Id) of mixed smoothness

r. For 1 < p <∞, there holds the asymptotic order

Intn
(
W r

p(Id)
)
� n−r(log n)(d−1)/2,

and for p = 1 and r > 1, there hold the bounds

n−r(log n)(d−1)/2 � Intn(W r
1(Id))� n−r(log n)d−1

which are so far the best known (see, e.g., [2, Chapter 8], for detail). Hence we can
see that Intn

(
W r

p(Rd; γ)
)

and Intn
(
W r

p(Id)
)

have the same asymptotic order in the case
1 < p < ∞, and very different lower and upper bounds in both power and logarithmic
terms in the case p = 1. The right asymptotic orders of the both Intn

(
W r

1(Id)
)

and
Intn

(
W r

1(Rd; γ)
)

are still open problems (cf. [2, Open Problem 1.9]).

The problem of numerical integration considered in the present paper is related to the
research direction of optimal approximation and integration for functions having mixed
smoothness on one hand, and the other research direction of univariate weighted polyno-
mial approximation and integration on R, on the other hand. For survey and bibliography,
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we refer the reader to the books [2, 12] on the first direction, and [11, 9, 8] on the second
one.

The paper is organized as follows. In Section 2, we prove the asymptotic order of
Intn(W r

1,w(R)) and construct asymptotically optimal quadratures. In Section 3, we prove
upper and lower bounds of Intn(W r

1,w(Rd)) for d ≥ 2, and construct quadratures which
give the upper bound. Section 4 is devoted to some extentions of the results in the
previous sections to Markov-Sonin weights.

Notation. Denote 1 := (1, ..., 1) ∈ Rd; for x ∈ Rd, x =: (x1, ..., xd), |x|∞ :=

max1≤j≤d |xj|, |x|p :=
(∑d

j=1 |xj|p
)1/p

(1 ≤ p < ∞). For x,y ∈ Rd, the inequality

x ≤ y means xi ≤ yi for every i = 1, ..., d. For x ∈ R, denote sign(x) := 1 if x ≥ 0,
and sign(x) := −1 if x < 0. We use letters C and K to denote general positive constants
which may take different values. For the quantities An(f,k) and Bn(f,k) depending on
n ∈ N, f ∈ W , k ∈ Zd, we write An(f,k)� Bn(f,k), f ∈ W , k ∈ Zd (n ∈ N is specially
dropped), if there exists some constant C > 0 such that An(f,k) ≤ CBn(f,k) for all
n ∈ N, f ∈ W , k ∈ Zd (the notation An(f,k)� Bn(f,k) has the obvious opposite mean-
ing), and An(f,k) � Bn(f,k) if An(f,k) � Bn(f,k) and Bn(f,k) � An(f,k). Denote
by |G| the cardinality of the set G. For a Banach space X, denote by the boldface X the
unit ball in X.

2 One-dimensional integration

In this section, for one-dimensional numerical integration, we prove the asymptotic order
of Intn

(
W r

1,w(R)
)

and present some asymptotically optimal quadratures. We start this
section with a well-known inequality in the following lemma which is implied directly from
the definition (1.7) and which is quite useful for lower estimation of Intn(F ).

Lemma 2.1 Let F be a set of continuous functions on Rd. Then we have

Intn(F ) ≥ inf
{x1,...,xn}⊂Rd

sup
f∈F : f(xi)=0, i=1,...,n

∣∣∣∣ ∫
Rd
f(x)w(x) dx

∣∣∣∣. (2.1)

We now consider the problem of approximation of integral (1.5) for univariate functions
from W r

1,w(R). Let (pm(w))m∈N be the sequence of orthonormal polynomials with respect
to the weight w. In the classical quadrature theory, a possible choice of integration nodes
is to take the zeros of the polynomials pm(w). Denote by xm,k, 1 ≤ k ≤ bm/2c the positive
zeros of pm(w), and by xm,−k = −xm,k the negative ones (if m is odd, then xm,0 = 0 is
also a zero of pm(w)). These zeros are located as

− am +
Cam
m2/3

< xm,−bm/2c < · · · < xm,−1 < xm,1 < · · · < xm,bm/2c ≤ am −
Cam
m2/3

, (2.2)

with a positive constant C independent of m (see, e. g., [8, (4.1.32)]). Here am is the
Mhaskar-Rakhmanov-Saff number which is

am = am(w) = (γλm)1/λ, γλ :=
2Γ((1 + λ)/2)√

πΓ(λ/2)
, (2.3)
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and Γ is the gamma function. Notice that the formula (2.3) is given in [8, (4.1.4)] for
the weight w(x) = exp

(
−|x|λ

)
. Inspecting the definition of Mhaskar-Rakhmanov-Saff

number (see, e.g., [8, Page 116]), one easily verify that it still holds true for the general
weight w for any a > 0 and b ∈ R.

For a continuous function on R, the classical Gaussian quadrature is defined as

QG
mf :=

∑
|k|≤bm/2c

λm,k(w)f(xm,k), (2.4)

where λm,k(w) are the corresponding Cotes numbers. This quadrature is based on La-
grange interpolation (for details, see, e.g., [11, 1.2. Interpolation and quadrature]). Un-
fortunately, it does not give the optimal convergence rate for functions from W r

1,w(R),
see Remark 2.3 below.

In [3], for the weight w(x) = exp
(
−|x|λ

)
, the authors proposed truncated Gaussian

quadratures which not only improve the convergence rate but also give the asymptotic
order of Intn

(
W r

1,w(R)
)

as shown in Theorem 2.2 below. Let us introduce in the same
manner truncated Gaussian quadratures for the weight w(x) with any a > 0 and b ∈ R.

Throughout this paper, we fix a number θ with 0 < θ < 1, and denote by j(m) the
smallest integer satisfying xm,j(m) ≥ θam. It is useful to remark that

dm,k �
am
m
� m1/λ−1, |k| ≤ j(m); xm,j(m) � m1/λ, (2.5)

where dm,k := xm,k − xm,k−1 is the distance between consecutive zeros of the polynomial
pm(w). These relations were proven in [3, (13)] for the weight w(x) = exp

(
−|x|λ

)
. From

their proofs there, one can easily see that they are still hold true for the general case of
the weight w. By (2.2) and (2.5), for m sufficiently large we have that

Cm ≤ j(m) ≤ m/2 (2.6)

with a positive constant C depending on λ, a, b and θ only.

For a continuous function on R, consider the truncated Gaussian quadrature

QTG
2j(m)f :=

∑
|k|≤j(m)

λm,k(w)f(xm,k). (2.7)

Notice that the number 2j(m) of samples in the quadrature QTG
2j(m)f is strictly smalller

than m – the number of samples in the quadrature QG
mf . However, due to (2.6) it has

the asymptotic order as 2j(m) � m when m going to infinity.

Theorem 2.2 For any n ∈ N, let mn be the largest integer such that 2j(mn) ≤ n. Then
the quadratures QTG

2j(mn) ∈ Qn, n ∈ N, are asymptotically optimal for W r
1,w(R) and

sup
f∈W r

1,w(R)

∣∣∣∣ ∫
R
f(x)w(x)dx−QTG

2j(mn)f

∣∣∣∣ � Intn
(
W r

1,w(R)
)
� n−rλ . (2.8)

6



Proof. For f ∈ W r
1,w(R), there holds the inequality∣∣∣∣ ∫

R
f(x)w(x)dx−QTG

2j(m)f

∣∣∣∣ ≤ C
(
m−(1−1/λ)r

∥∥f (r)
∥∥
L1
w(R)

+ e−Km ‖f‖L1
w(R)

)
(2.9)

with some constants C and K independent of m and f . This inequality was proven in [3,
Corollary 4] for the weight w(x) = exp

(
−|x|λ

)
. Inspecting the proof of [3, Corollary 4],

one can easily see that this inequality is also true for a weight of the form (1.1) with any
a > 0 and b ∈ R. The inequality (2.9) implies the upper bound in (2.8):

Intn
(
W r

1,w(R)
)
≤ sup

f∈W r
1,w(R)

∣∣∣∣ ∫
R
f(x)w(x)dx−QTG

2j(mn)f

∣∣∣∣� n−rλ .

The lower bound in (2.8) is already contained in Theorem 3.8 below. Since its proof
is much simpler for the case d = 1, let us proccess it separately. In order to prove the
lower bound in (2.8) we will apply Lemma 2.1. Let {ξ1, ..., ξn} ⊂ R be arbitrary n points.
For a given n ∈ N, we put δ = n1/λ−1 and tj = δj, j ∈ N0. Then there is i ∈ N with
n + 1 ≤ i ≤ 2n + 2 such that the interval (ti−1, ti) does not contain any point from the
set {ξ1, ..., ξn}. Take a nonnegative function ϕ ∈ C∞0 ([0, 1]), ϕ 6= 0, and put

b0 :=

∫ 1

0

ϕ(y)dy > 0, bs :=

∫ 1

0

|ϕ(s)(y)|dy, s = 1, ..., r.

Define the functions g and h on R by

g(x) :=

{
ϕ(δ−1(x− ti−1)), x ∈ (ti−1, ti),

0, otherwise,

and
h(x) := (gw−1)(x).

Let us estimate the norm ‖h‖W r
1,w(R). For a given k ∈ N0 with 0 ≤ k ≤ r, we have

h(k) = (gw−1)(k) =
k∑
s=0

(
k

s

)
g(k−s)(w−1)(s). (2.10)

By a direct computation we find that for x ∈ R,

(w−1)(s)(x) = (w−1)(x)(sign(x))s
s∑
j=1

cs,j(λ, a)|x|λs,j , (2.11)

where sign(x) := 1 if x ≥ 0, and sign(x) := −1 if x < 0,

λs,s = s(λ− 1) > λs,s−1 > · · · > λs,1 = λ− s, (2.12)

and cs,j(λ, a) are polynomials in the variables λ and a of degree at most s with respect to
each variable. Hence, we obtain

h(k)(x)w(x) =
k∑
s=0

(
k

s

)
g(k−s)(x)(sign(x))s

s∑
j=1

cs,j(λ, a)|x|λs,j (2.13)
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which implies that∫
R
|h(k)w|(x)dx ≤ C max

0≤s≤k
max
1≤j≤s

∫ ti

ti−1

|x|λs,j |g(k−s)(x)|dx.

From (2.12), the inequality n1/λ ≤ x ≤ (2n+ 2)n1/λ−1 and∫ ti

ti−1

|g(k−s)(x)|dx = bk−sδ
−k+s+1 = bk−sn

(k−s−1)(1−1/λ),

we derive ∫
R
|h(k)w|(x)dx ≤ C max

0≤s≤k

∫ ti

ti−1

|x|λs,s|g(k−s)(x)|dx

≤ C max
0≤s≤k

(
n1/λ

)s(λ−1)
∫ ti

ti−1

|g(k−s)(x)|dx

≤ C max
0≤s≤k

ns(λ−1)/λn(k−s−1)(1−1/λ)

= Cn(1−1/λ)(k−1) ≤ Cn(1−1/λ)(r−1).

If we define
h̄ := C−1n−(1−1/λ)(r−1)h,

then h̄ is nonnegative, h̄ ∈W r
1,w(R), sup h̄ ⊂ (ti−1, ti) and∫

R
(h̄w)(x)dx = C−1n−(1−1/λ)(r−1)

∫ ti

ti−1

g(x)dx

= C−1n−(1−1/λ)(r−1)b0δ � n−(1−1/λ)r

Since the interval (ti−1, ti) does not contain any point from the set {ξ1, ..., ξn}, we have
h̄(ξk) = 0, k = 1, ..., n. Hence, by Lemma 2.1,

Intn
(
W r

1,w(R)
)
≥
∫
R
h̄(x)w(x)dx� n−rλ .

The lower bound in (2.8) is proven.

Remark 2.3 In the case when w(x) = exp(−x2/2) is the Gaussian density, the truncated
Gaussian quadratures QTG

2j(m) in Theorem 2.2 give

sup
f∈W r

1,w(R)

∣∣∣∣ ∫
R
f(x)w(x)dx−QTG

2j(mn)f

∣∣∣∣ � Intn
(
W r

1,w(R)
)
� n−r/2. (2.14)

On the other hand, for the full Gaussian quadratures QG
n , it has been proven in [3,

Proposition 1] the convergence rate

sup
f∈W 1

1,w(R)

∣∣∣∣ ∫
R
f(x)w(x)dx−QG

n f

∣∣∣∣ � n−1/6

which is much worse than the convergence rate of Intn
(
W 1

1,w(R)
)
� n−1/2 as in (2.14) for

r = 1.
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3 High-dimensional integration

In this section, for high-dimensional numerical integration (d ≥ 2), we prove upper and
lower bounds of Intn

(
W r

1,w(Rd)
)

and construct quadratures based on step-hyperbolic-
cross grids of integration nodes which give the upper bounds. To do this we need some
auxiliary lemmata.

Lemma 3.1 Let 1 ≤ p <∞. Then any function f ∈ W r
p,w(Rd) is equivalent in the sense

of the Lebesgue measure to a continuous function on Rd.

Proof. We prove this lemma in the particular case when p = 1, r = 1 and d = 2. The
general case can be proven in a similar way.

Fix τ > λ and define for x = (x1, x2),

v(x) := exp(−a|x1|τ + b) exp(−a|x2|τ + b).

We preliminarly prove that W r
1,w(T2) is continuously embbeded into the space Cv(T2)

where T2 := [−T, T ]2, T is any positive number and Cv(T2) is the Banach space of
continuous functions f on T2 equipped with the norm

‖f‖Cv(T2) := max
x∈T2
|(vf)(x)|.

Since the subspace C∞0 (T2) of infinitely differentiable functions with compact support is
dense in both the Banach spaces C(T2) and W 1

1,w(T2), to prove this continuous embbeding,
it is sufficient to show the inequality

‖f‖Cv(T2) � ‖f‖W 1
1,w(T2) , f ∈ C∞0 (T2). (3.1)

For k ∈ N2
0, denote by Dkg the kth partial derivative of g. Taking a function f ∈ C∞0 (T2),

we have that for x ∈ T2,

(vf)(x) =

∫ x1

−T

∫ x2

−T
D(1,1)(vf)(t)dt,

and

D(1,1)(vf)(x) = v(x)
[
D(1,1)f(x)− aτ sign(x1)|x1|τ−1D(1,0)f(x)

− aτ sign(x2)|x2|τ−1D(0,1)f(x) + a2τ 2 sign(x1)|x1|τ−1 sign(x2)|x2|τ−1f(x)
]
.

Hence by using the inequality τ > λ we derive (3.1):

‖f‖Cv(T2) �
∫
T2

∣∣(vD(1,1)f
)
(x)
∣∣dx+

∫
T2

∣∣(vD(1,0)f
)
(x)
∣∣|x1|τ−1dx

+

∫
T2

∣∣(vD(0,1)f
)
(x)
∣∣|x2|τ−1dx+

∫
T2

∣∣(vf)(x)
∣∣|x1x2|τ−1dx

�
∫
T2

∣∣(wD(1,1)f
)
(x)
∣∣dx+

∫
T2

∣∣(wD(1,0)f
)
(x)
∣∣dx

+

∫
T2

∣∣(wD(0,1)f
)
(x)
∣∣dx+

∫
T2

∣∣(wf)(x)
∣∣dx = ‖f‖W 1

1,w(T2)
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From the continuous embbeding of W r
1,w(T2) into Cv(T2) it follows that any function f ∈

W r
1,w(T2) is equivalent in sense of the Lebesgue measure to a continuous (not necessarily

bounded) function on T2. Hence we obtain the claim of the lemma for p = 1 since T has
been taken arbitrarily and the restriction of a function f ∈ W r

1,w(R2) to T2 belongs to
W r

1,w(T2).

Importantly, as noticed in Introduction from Lemma 3.1 we can assume that the
functions f ∈ W r

p,w(Rd) are continuous. This allows to correctly define quadratures for
them.

For x ∈ Rd and e ⊂ {1, ..., d}, let xe ∈ R|e| be defined by (xe)i := xi, and x̄e ∈ Rd−|e|

by (x̄e)i := xi, i ∈ {1, ..., d} \ e. With an abuse we write (xe, x̄e) = x.

Lemma 3.2 Let 1 ≤ p ≤ ∞, e ⊂ {1, ..., d} and r ∈ Nd
0. Assume that f is a function on

Rd such that for every k ≤ r, Dkf ∈ Lpw(Rd). Put for k ≤ r and x̄e ∈ Rd−|e|,

g(xe) := Dk̄
e

f(xe, x̄e).

Then Dsg ∈ Lpw(R|e|) for every s ≤ ke and almost every x̄e ∈ Rd−|e|.

Proof. Taking arbitrary test functions ϕe ∈ C∞0 (R|e|) and ϕ̄e ∈ C∞0 (Rd−|e|) and defining
ϕ(x) := ϕe(xe)ϕ̄e(x̄e), we have that ϕ ∈ C∞0 (Rd). For k ≤ r and s ∈ Nd

0 with si ≤ ki,
i ∈ e and si := 0 otherwise, we derive that∫

Rd−|e|
ϕ̄e(x̄e)

∫
R|e|

g(xe)Dsϕe(xe)dxe dx̄e

=

∫
Rd−|e|

ϕ̄e(x̄e)

∫
R|e|

Dk̄
e

f(xe, x̄e)Dsϕe(xe)dxe dx̄e

=

∫
Rd
Dk̄

e

f(x)Dsϕ(x)dx = (−1)|s|1
∫
Rd
Dk̄

e
+sf(x)ϕ(x)dx

=

∫
Rd−|e|

ϕ̄e(x̄e)(−1)|s|1
∫
R|e|

Dk̄
e
+sf(xe, x̄e)ϕe(xe)dxe dx̄e.

Hence, ∫
R|e|

g(xe)Dsϕe(xe)dxe = (−1)|s|1
∫
R|e|

Dk̄
e
+sf(xe, x̄e)ϕe(xe)dxe

for almost every x̄e ∈ Rd−|e|. This means that the weak derivative Dsg exists for almost
every x̄e ∈ Rd−|e| which coincides with Dk̄

e
+sf(·, x̄e). Moreover, Dsg ∈ Lpw(R|e|) for

almost every x̄e ∈ Rd−|e| since by the assumption Dkf ∈ Lpw(Rd) for every k ≤ r.

Assume that there exists a sequence of quadratures (Q2k)k∈N0
with

Q2kf :=
2k∑
s=1

λk,sf(xk,s), {xk,1, . . . , xk,2k} ⊂ R, (3.2)

such that∣∣∣∣ ∫
R
f(x)w(x)dx−Q2kf

∣∣∣∣ ≤ C2−ak‖f‖W r
1,w(R), k ∈ N0, f ∈ W r

1,w(R), (3.3)

10



for some number a > 0 and constant C > 0.

Based on a sequence (Q2k)k∈N0
of the form (3.2) satisfying (3.3), we construct quadra-

tures on Rd by using the well-known Smolyak algorithm. We define for k ∈ N0, the
one-dimensional operators

∆Q
k := Q2k −Q2k−1 , k > 0, ∆Q

0 := Q1,

and

EQ
k f :=

∫
R
f(x)w(x)dx−Q2kf.

For k ∈ Nd, the d-dimensional operators Q2k , ∆Q
k and EQ

k are defined as the tensor
product of one-dimensional operators:

Q2k :=
d⊗
i=1

Q2ki , ∆Q
k :=

d⊗
i=1

∆Q
ki
, EQ

k :=
d⊗
i=1

EQ
ki
, (3.4)

where 2k := (2k1 , · · · , 2kd) and the univariate operators Q2kj , ∆Q
kj

and EQ
kj

are successively

applied to the univariate functions
⊗

i<j Q2ki (f),
⊗

i<j ∆Q
ki

(f) and
⊗

i<j E
Q
ki

, respectively,
by considering them as functions of variable xj with the other variables held fixed. The

operators Q2k , ∆Q
k and EQ

k are well-defined for continuous functions on Rd, in particular
for ones from W r

1,w(Rd).

Notice that if f is a continuous function on Rd, then Q2kf is a quadrature on Rd which
is given by

Q2kf =
2k∑
s=1

λk,sf(xk,s), {xk,s}1≤s≤2k ⊂ Rd, (3.5)

where

xk,s := (xk1,s1 , ..., xkd,sd) , λk,s :=
d∏
i=1

λki,si ,

and the summation
∑2k

s=1 means that the sum is taken over all s such that 1 ≤ s ≤ 2k.
Hence we derive that

∆Q
k f =

∑
e⊂{1,...,d}

(−1)d−|e|Q2k(e)f =
∑

e⊂{1,...,d}

(−1)d−|e|
2k(e)∑
s=1

λk(e),sf(xk(e),s), (3.6)

where k(e) ∈ Nd
0 is defined by k(e)i = ki, i ∈ e, and k(e)i = max(ki− 1, 0), i 6∈ e. We also

have

EQ
k f =

∑
e⊂{1,...,d}

(−1)|e|
∫
Rd−|e|

Q2kef(·, x̄e)w(x̄e)dx̄e, (3.7)

where w(x̄e) :=
∏

j 6∈ew(xj).

11



Notice that as mappings from C(Rd) to R, the operators Q2k , ∆Q
k and EQ

k possess
commutative and associative properties with respect to applying the component operators
Q2kj , ∆Q

kj
and EQ

kj
in the following sense. We have for any e ⊂ {1, ..., d},

Q2kf = Q2ke (Q2k̄
ef) , ∆Q

k f = ∆Q
ke

(
∆Q

k̄
ef
)
, EQ

k f = EQ
ke

(
EQ

k̄
ef
)
,

and for any reordered sequence {i(1), ..., i(d)} of {1, ..., d},

Q2k =
d⊗
j=1

Q
2
ki(j) , ∆Q

k =
d⊗
j=1

∆Q
ki(j)

, EQ
k =

d⊗
j=1

EQ
ki(j)

. (3.8)

These properties directly follow from (3.5)–(3.7).

Lemma 3.3 Under the assumption (3.2)–(3.3), we have∣∣EQ
k f
∣∣ ≤ C2−a|k|1‖f‖W r

1,w(Rd), k ∈ Nd
0, f ∈ W r

1,w(Rd).

Proof. The case d = 1 of the lemma is as in (3.3) by the assumption. For simplicity we
prove the lemma for the case d = 2. The general case can be proven in the same way by
induction on d. We make use of the temporary notation:

‖f‖W r
1,w(R),2 (x1) := ‖f(x1, ·)‖W r

1,w(R) .

From Lemmata 3.1 and 3.2 it follows that f(·, x2) ∈ W r
1,w(R) for every x2 ∈ R. Notice

that EQ
k2
f is a function in the variable x1 only. Hence, by (3.3) we obtain that∣∣EQ

(k1,k2)f
∣∣ =

∣∣EQ
k1

(EQ
k2
f)
∣∣ ≤ C2−ak1‖EQ

k2
f‖W r

1,w(R)

≤ C2−ak1‖2−ak2‖f‖W r
1,w(R),2(·)‖W r

1,w(R) = C2−a|k|1‖f‖W r
1,w(R2).

We say that k→∞, k ∈ Nd
0, if and only if ki →∞ for every i = 1, ..., d.

Lemma 3.4 Under the assumption (3.2)–(3.3), we have that for every f ∈ W r
1,w(Rd),∫

Rd
f(x)w(x)dx =

∑
k∈Nd0

∆Q
k f (3.9)

with absolute convergence of the series, and∣∣∆Q
k f
∣∣ ≤ C2−a|k|1‖f‖W r

1,w(Rd), k ∈ Nd
0. (3.10)

Proof. The operator ∆Q
k can be represented in the form

∆Q
k =

∑
e⊂{1,...,d}

(−1)|e|EQ
k(e).

12



Therefore, by using Lemma 3.3 we derive that for every f ∈ W r
1,w(Rd) and k ∈ Nd

0,∣∣∆Q
k f
∣∣ ≤ ∑

e⊂{1,...,d}

∣∣EQ
k(e)f

∣∣
≤

∑
e⊂{1,...,d}

C2−a|k(e)|1‖f‖W r
1,w(Rd) ≤ C2−a|k|1‖f‖W r

1,w(Rd)

which proves (3.10) and hence the absolute convergence of the series in (3.9) follows.
Notice that ∫

Rd
f(x)w(x)dx−Q2kf =

∑
e⊂{1,...,d}, e6=∅

(−1)|e|EQ
kef,

where recall ke ∈ Nd
0 is defined by kei = ki, i ∈ e, and kei = 0, i 6∈ e. By using Lemma 3.3

we derive for k ∈ Nd
0 and f ∈ W r

1,w(Rd),∣∣∣∣ ∫
Rd
f(x)w(x)dx−Q2kf

∣∣∣∣ ≤ ∑
e⊂{1,...,d}, e6=∅

∣∣EQ
kef
∣∣

≤ C max
e⊂{1,...,d}, e6=∅

max
1≤i≤d

2−a|k
e
i |‖f‖W r

1,w(Rd)

≤ C max
1≤i≤d

2−a|ki|‖f‖W r
1,w(Rd),

which is going to 0 when k→∞. This together with the obvious equality

Q2k =
∑
s≤k

∆Q
s

proves (3.9).

We now define an algorithm for quadrature on sparse grids adopted from the alo-
gorithm for sampling recovery initiated by Smolyak (for detail see [2, Sections 4.2 and
5.3]). For ξ > 0, we define the operator

Qξ :=
∑
|k|1≤ξ

∆Q
k .

From (3.6) we can see that Qξ is a quadrature on Rd of the form (1.6):

Qξf =
∑
|k|1≤ξ

∑
e⊂{1,...,d}

(−1)d−|e|
2k(e)∑
s=1

λk(e),sf(xk(e),s) =
∑

(k,e,s)∈G(ξ)

λk,e,sf(xk,e,s), (3.11)

where
xk,e,s := xk(e),s, λk,e,s := (−1)d−|e|λk(e),s

and
G(ξ) := {(k, e, s) : |k|1 ≤ ξ, e ⊂ {1, ..., d} , 1 ≤ s ≤ k(e)}

is a finite set. The set of integration nodes in this quadrature

H(ξ) := {xk,e,s}(k,e,s)∈G(ξ)

13



is a step hyperbolic cross in the function domain Rd. The number of integration nodes in
the quadrature Qξ is

|G(ξ)| =
∑
|k|1≤ξ

∑
e⊂{1,...,d}

2|k(e)|1

which can be estimated as

|G(ξ)| �
∑
|k|1≤ξ

2|k|1 � 2ξξd−1, ξ ≥ 1. (3.12)

As commented in Introduction, this quadrature plays a crucial role in the proof of the
upper bound in the main results of the present paper (1.8).

Lemma 3.5 Under the assumption (3.2)–(3.3), we have that∣∣∣∣ ∫
Rd
f(x)w(x)dx−Qξf

∣∣∣∣ ≤ C2−aξξd−1‖f‖W r
1,w(Rd), ξ ≥ 1, f ∈ W r

1,w(Rd). (3.13)

Proof. From Lemma 3.4 we derive that for ξ ≥ 1 and f ∈ W r
1,w(Rd),∣∣∣∣ ∫

Rd
f(x)w(x)dx−Qξf

∣∣∣∣ ≤ ∑
|k|1>ξ

∣∣∆Q
k f
∣∣ ≤ C

∑
|k|1>ξ

2−a|k|1‖f‖W r
1,w(Rd)

≤ C‖f‖W r
1,w(Rd)

∑
|k|1>ξ

2−a|k|1 ≤ C2−aξξd−1‖f‖W r
1,w(Rd).

Remark 3.6 From Theorem 2.2 we can see that the truncated Gaussian quadratures
QTG

2j(m) form a sequence (Q2k)k∈N0
of the form (3.2) satisfying (3.3) with a = rλ.

Remark 3.7 The technique for proving the upper bound (3.13) is analogous to a general
technique for establishing upper bounds of the error of unweighted sampling recovery by
Smolyak algorithms of functions having mixed smoothness on a bounded domain (see,
e.g., [2, Section 5.3] and [13, Section 6.9] for detail).

Theorem 3.8 We have that

n−rλ(log n)rλ(d−1) � Intn(W r
1,w(Rd))� n−rλ(log n)(rλ+1)(d−1). (3.14)

Proof. Let us first prove the upper bound in (4.2). We will construct a quadrature of
the form (3.11) which realizes it. In order to do this, we take the truncated Gaussian
quadrature QTG

2j(m)f defined in (2.4). For every k ∈ N0, let mk be the largest number such

that 2j(mk) ≤ 2k. Then we have 2j(mk) � 2k. For the sequence of quadratures (Q2k)k∈N0

with
Q2k := QTG

2j(mk) ∈ Q2k ,

14



from Theorem 2.2 it follows that∣∣∣∣ ∫
R
f(x)w(x)dx−Q2kf

∣∣∣∣ ≤ C2−rλk‖f‖W r
1,w(R), k ∈ N0, f ∈ W r

1,w(R),

This means that the assumption (3.2)–(3.3) holds for a = rλ. To prove the upper bound
in (4.2) we approximate the integral∫

Rd
f(x)w(x)dx

by the quadrature Qξ which is formed from the sequence (Q2k)k∈N0
. For every n ∈ N, let

ξn be the largest number such that |G(ξn)| ≤ n. Then the corresponding operator Qξn

defines a quadrature belonging to Qn. From (3.12) it follows

2ξnξd−1
n � |G(ξn)| � n.

Hence we deduce the asymptotic equivalences

2−ξn � n−1(log n)d−1, ξn � log n,

which together with Lemma 3.5 yield that

Intn(W r
1,w(Rd)) ≤ sup

f∈W r
1,w(Rd)

∣∣∣∣ ∫
Rd
f(x)w(x)dx−Qξnf

∣∣∣∣
≤ C2−rλξnξd−1

n � n−rλ(log n)(rλ+1)(d−1).

The upper bound in (4.2) is proven.

We now prove the lower bound in (4.2) by using the inequality (2.1) in Lemma 2.1.
For M ≥ 1, we define the set

Γd(M) :=

{
s ∈ Nd :

d∏
i=1

si ≤ 2M, si ≥M1/d, i = 1, ..., d

}
.

Then we have
|Γd(M)| �M(logM)d−1, M > 1. (3.15)

Indeed, we have the inclusion

Γd(M) ⊂ Γ′d(M) :=

{
s ∈ Nd :

d∏
i=1

si ≤ 2M

}

and
|Γ′d(M)| �M(logM)d−1.

Hence, |Γd(M)| � M(logM)d−1. We prove the converse inequality |Γd(M)| �
M(logM)d−1 by induction on the dimension d. It is obvious for d = 1. Assuming that
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this inequality is true for d− 1, we check it for d, (d ≥ 2). Fix a positive number τ with
1 < τ < d. We have by induction assumption,

|Γd(M)| =
∑

M1/d≤sd≤2M

|Γd−1(2Ms−1
d )| �

∑
M1/d≤sd≤2M

(
2Ms−1

d

) (
log 2Ms−1

d

)d−2

�M
∑

M1/d≤sd≤2Mτ/d

s−1
d

(
log 2Ms−1

d

)d−2

≥M
∑

M1/d≤sd≤2Mτ/d

s−1
d

(
log 2M1−τ/d)d−2

�M (logM)d−2
∑

M1/d≤sd≤2Mτ/d

s−1
d � M (logM)d−1 .

The asymptotic equivalence (3.15) is proven.

For a given n ∈ N, let {ξ1, ..., ξn} ⊂ Rd be arbitrary n points. Denote by Mn the
smallest number such that |Γd(Mn)| ≥ n + 1. We define the d-parallelepiped Ks for
s ∈ Nd

0 of size

δ := M
1/λ−1
d

n

by

Ks :=
d∏
i=1

Ksi , Ksi := (δsi, δsi−1).

Since |Γd(Mn)| > n, there exists a multi-index s ∈ Γd(Mn) such that Ks does not contain
any point from {ξ1, ..., ξn}.

As in the proof of Theorem 2.2, we take a nonnegative function ϕ ∈ C∞0 ([0, 1]), ϕ 6= 0,
and put

b0 :=

∫ 1

0

ϕ(y)dy > 0, bs :=

∫ 1

0

|ϕ(s)(y)|dy, s = 1, ..., r. (3.16)

For i = 1, ..., d, we define the univariate functions gi in variable xi by

gi(xi) :=

{
ϕ(δ−1(xi − δsi−1)), xi ∈ Ksi ,

0, otherwise.
(3.17)

Then the mulitivariate functions g and h on Rd are defined by

g(x) :=
d∏
i=1

gi(xi),

and

h(x) := (gw−1)(x) =
d∏
i=1

gi(xi)w
−1(xi) =:

d∏
i=1

hi(xi). (3.18)

Let us estimate the norm ‖h‖W r
1,w(Rd). For every k ∈ Nd

0 with 0 ≤ |k|∞ ≤ r, we prove the

inequality ∫
Rd

∣∣(Dkh)w
∣∣(x)dx ≤ CM (1−1/λ)(r−1)

n . (3.19)
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We have

Dkh =
d∏
i=1

h
(ki)
i . (3.20)

Similarly to (2.10)–(2.13) we derive that for every i = 1, ..., d,

h
(ki)
i (xi)w(xi) =

ki∑
νi=0

(
ki
νi

)
g

(ki−νi)
i (xi)(sign(xi))

νi

νi∑
ηi=1

cνi,ηi(λ, a)|xi|λνi,ηi ,

where
λνi,νi = νi(λ− 1) > λνi,νi−1 > · · · > λνi,1 = λ− νi,

and cνi,ηi(λ, a) are polynomials in the variables λ and a of degree at most νi with respect

to each variable. This together with (3.16)–(3.17) and the inequalities si ≥ M
1
d
n and

λνi,νi = νi(λ− 1) ≥ 0 yields that∫
R

∣∣h(ki)
i (xi)w(xi)

∣∣dxi ≤ C max
0≤νi≤ki

max
1≤ηi≤νi

∫
Ksi

|xi|λνi,ηi
∣∣g(ki−νi)(xi)

∣∣dxi
≤ C max

0≤νi≤ki
(δsi)

λνi,νi

∫
Ksi

∣∣g(ki−νi)(xi)
∣∣dxi

≤ C max
0≤νi≤ki

(δsi)
νi(λ−1)δ−ki+νi+1bki−νi

= Cδ−ki+1 max
0≤νi≤ki

(
δλsλ−1

i

)νi
.

(3.21)

Since si ≥M
1
d
n and δ := M

1/λ−1
d

n , we have that δλsλ−1
i ≥ 1, and consequently,

max
0≤νi≤ki

(
δλsλ−1

i

)νi
=
(
δλsλ−1

i

)ki
.

This equality, the estimates (3.21) and the inequalities 0 ≤ ki ≤ r and δsi ≥ 1 yield that∫
R

∣∣h(ki)
i (xi)w(xi)

∣∣dxi ≤ Cδ−ki+1
(
δλsλ−1

i

)ki
= Cδ (δsi)

ki(λ−1)

≤ Cδ (δsi)
r(λ−1) = Cδr(λ−1)+1s

r(λ−1)
i

Hence, by (3.20) we deduce∫
Rd
|(Dkh)w|(x)dx =

d∏
i=1

∫
R

∣∣h(ki)(xi)w(xi)
∣∣dxi

≤ C

d∏
i=1

δr(λ−1)+1s
r(λ−1)
i ≤ Cδd(r(λ−1)+1)

(
d∏
i=1

si

)r(λ−1)

.

Since
∏d

i=1 si ≤ 2Mn, δ := M
1/λ−1
d

n and λ > 1, we can continue the estimation as∫
Rd
|(Dkh)w|(x)dx ≤ CM (r(λ−1)+1)(1/λ−1)

n M r(λ−1)
n = CM (1−1/λ)(r−1)

n ,
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which completes the proof of the inequality (3.19). This inequality means that h ∈
W r

1,w(Rd) and

‖h‖W r
1,w(Rd) ≤ CM (1−1/λ)(r−1)

n .

If we define
h̄ := C−1M−(1−1/λ)(r−1)

n h,

then h̄ is nonnegative, h̄ ∈W r
1,w(R), sup h̄ ⊂ Ks and by (3.16)–(3.18),∫

Rd
(h̄w)(x)dx = C−1M−(1−1/λ)(r−1)

n

∫
Rd

(hw)(x)dx =
d∏
i=1

∫
Ksi

gi(xi)dxi

= C−1M−(1−1/λ)(r−1)
n (b0δ)

d = C ′M−rλ
n .

From the definition of Mn and (3.15) it follows that

Mn(logMn)d−1 � |Γ(Mn)| � n,

which implies that M−1
n � n−1(log n)d−1. This allows to receive the estimate∫
Rd

(h̄w)(x)dx = C ′M−rλ
n � n−rλ(log n)rλ(d−1). (3.22)

Since the interval Ks does not contain any point from the set {ξ1, ..., ξn} which has been
arbitrarily choosen, we have

h̄(ξk) = 0, k = 1, ..., n.

Hence, by Lemma 2.1 and (3.22) we have that

Intn(W r
1,w(Rd)) ≥

∫
Rd
h̄(x)w(x)dx� n−rλ(log n)rλ(d−1).

The lower bound in (4.2) is proven.

Remark 3.9 Let us analyse some properties of the quadratures Qξ and their integration
nodes H(ξ) which give the upper bound in (4.2).

1. The set of integration nodes H(ξ) in the quadratures Qξ which are formed from the
non-equidistant zeros of the orthonornal polynomials pm(w), is a step hyperbolic cross on
the function domain Rd. This is a contrast to the classical theory of approximation of
multivariate periodic functions having mixed smoothness for which the classical step hy-
perbolic crosses of integer points are on the frequency domain Zd (see, e.g., [2, Section 2.3]
for detail). The terminology ’step hyperbolic cross’ of intergration nodes is borrowed from
there. In Figure 1, in particular, the step hyperbolic cross in the right picture is designed
for the Hermite weight w(x) = exp(−x2

1 − x2
2) (d = 2). The set H(ξ) also completely

differs from the classical Smolyak grids of fractional dyadic points on the function domain
[−1, 1]d (see Figure 2 for d = 2) which are used in sparse-grid sampling recovery and
numerical integration for functions having a mixed smoothness (see, e.g., [2, Section 5.3]
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Figure 1: Step hyperbolic crosses (d = 2)

for detail).

2. The set H(ξ) is very sparsely distributed inside the d-cube

K(ξ) :=
{
x ∈ Rd : |xi| ≤ C2ξ/λ, i = 1, ..., d

}
,

for some constant C > 0. Its diameter which is the length of its symmetry axes is 2C2ξ/λ,
i.e., the size of K(ξ). The number of integration nodes in H(ξ) is |G(ξ)| � 2ξξd−1. For
the integration nodes H(ξ) = {xk,e,s}(k,e,s)∈G(ξ), we have that

min
(k,e,s),(k′,e′,s′)∈G(ξ)

(k,e,s)6=(k′,e′,s′)

min
1≤i≤d

∣∣(xk,e,s)i − (xk′,e′,s′)i∣∣ � 2−(1−1/λ)ξ → 0, when ξ →∞.

On the other hand, the diameter of H(ξ) is going to ∞ when ξ →∞.

4 Extension to Markov-Sonin weights

In this section, we extend the results of the previous sections to Markov-Sonin weights.
A univariate Markov-Sonin weight is a function of the form

wβ(x) := |x|β exp(−a|x|2 + b), β > 0, a > 0, b ∈ R,

(here β is indicated in the notation to distinguish Markov-Sonin weights wβ and Freud-
type weight w). A d-dimensional Markov-Sonin weight is defined as

wβ(x) :=
d∏
i=1

wβ(xi).
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Figure 2: A Smolyak grid (d = 2)

Markov-Sonin weights are not of the form (1.2) and have a singularity at 0. We will keep
all the notations and definitions in Sections 1–3 with replacing w by wβ, pointing some
modifications.

Denote R̊d := (R \ {0})d and Ω̊ := Ω ∩ R̊d. Besides the spaces Lpwβ(Ω) and W r
p,wβ

(Ω)

we consider also the spaces Lpwβ
(
Ω̊
)

and W r
p,wβ

(
Ω̊
)

which are defined in a similar manner.

For the space W r
p,wβ

(
Ω̊
)
, we require one of the following restrictions on r and β to be

satisfied:

(i) β > r − 1;

(ii) 0 < β < r− 1 and β is not an integer, for f ∈ W r
p,wβ

(
Ω̊
)
, the derivative Dkf can be

extended to a continuous function on Ω for all k ∈ Nd
0 such that |k|∞ ≤ r− 1−dβe.

Let (pm(wβ))m∈N be the sequence of orthonormal polynomials with respest to the
weight wβ. Denote again by xm,k, 1 ≤ k ≤ bm/2c the positive zeros of pm(wβ), and by
xm,−k = −xm,k the negative ones (if m is odd, then xm,0 = 0 is also a zero of pm(wβ)). If
m is even, we add xm,0 := 0. These nodes are located as

−
√
m+Cm−1/6 < xm,−bm/2c < · · · < xm,−1 < xm,0 < xm,1 < · · · < xm,bm/2c ≤

√
m−Cm−1/6,

with a positive constant C independent of m (the Mhaskar-Rakhmanov-Saff number is
am(wβ) =

√
m).

In the case (i), the truncated Gaussian quadrature is defined by

QTG
2j(m)f :=

∑
1≤|k|≤j(m)

λm,k(wβ)f(xm,k),

and in the case (ii) by

QTG
2j(m)f :=

∑
0≤|k|≤j(m)

λm,k(wβ)f(xm,k),
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where λm,k(wβ) are the corresponding Cotes numbers.

In the same ways, by using related results in [10] we can prove the following counter-
parts of Theorems 2.2 and 3.8 for the unit ball W r

1,wβ

(
R̊d
)

of the Markov-Sonin weighted

Sobolev space W r
1,wβ

(
R̊d
)

of mixed smoothness r ∈ N.

Theorem 4.1 For any n ∈ N, let mn be the largest integer such that 2j(mn) ≤ n. Then
the quadratures QTG

2j(mn) ∈ Qn, n ∈ N, are asymptotically optimal for W r
1,wβ

(
R̊
)
and

sup
f∈W r

1,wβ

(
R̊
) ∣∣∣∣ ∫

R
f(x)w(x)dx−QTG

2j(mn)f

∣∣∣∣ � Intn
(
W r

1,wβ

(
R̊
))
� n−r/2.

Theorem 4.2 We have that

n−r/2(log n)(d−1)r/2 � IntnW
r
1,wβ

(
R̊d
)
)� n−r/2(log n)(d−1)(r/2+1).
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